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Jean-Yves Tigli, Université de Nice

D EVELOPING A MOBILE ROBOT

gives us the opportunity to investigate issues

in the design of intelligent systems because

the robot’s mobility forces us to deal with

many unpredictable environmental situations.

One dictionary definition of intelligence is the

ability to deal with new or trying situations.

Thus, a mobile robot that reliably navigates

in unknown environments gives the appear-

ance of intelligent behavior. The main idea of

an autonomous vehicle is quite simple: Given

a task to perform, it must have the ability to

perceive the environment and act appropri-

ately. This ability requires a feedback control

system to link the vehicle’s sensing and con-

trol. Unfortunately, autonomous robots have

characteristics not yet satisfactorily addressed

by the classical control community:

• Solving the problems encountered by the

mobile robot generally requires the inte-

gration of several methodologies.

• The robot’s decision space is discrete and

composed of distinct elements as opposed

to continuous functions.

• The system must react to the environment

in an appropriate time period.

• Due to the limitations of the sensors and

sensory processing, most of the knowl-

edge the robot acquires is either incom-

plete or uncertain.

To address these problems, we have de-

signed a mobile-robot system architecture

that uses a blackboard to coordinate and in-

tegrate several real-time activities. An activ-

ity is an organizational unit, or module, de-

signed to perform a specific function, such

as traversing a hallway, going down steps,

crossing over an open channel on the floor, or

tracking a landmark. An activity resembles

a behavior in that it controls the robot to per-

form a specific task. It differs from a behav-

ior in that it is designed to perform the spe-

cific task in a narrow application domain,

whereas a behavior generally resembles a bi-

ological response—that is, an organism’s re-

sponse to a stimulus.

Payton1 defined the term activity as an in-

stance of an activation set, where an activa-

tion set is composed of a number of behav-

iors. Payton’s activities are a way to specify

a combination of behaviors to achieve a

more complex behavioral pattern. In con-

trast, we make no attempt to define our ac-

tivities as a combination of basic behaviors.

In our system, several activities are neces-

sary for the robot to perform simple tasks

such as moving around a factory bay. Some

of these basic navigation activities are tra-

versing open space, crossing over floor

anomalies (cables or channels), and avoiding

collisions.

The system architecture must define a

mechanism to coordinate the mobile robot’s

activities since they cannot all drive the

robot simultaneously. Most mobile-robot

control systems are hybrid systems combin-

ing approaches from hierarchical, behav-

ioral, and blackboard-based systems. Be-

T HE ACTIVITY-BASED BLACKBOARD SYSTEM CONSISTS

OF TW O HIERARCHICAL LAYERS FOR STRATEGIC AND

REACTIVE REASONING: A BLACKBOARD DATABASE TO KEEP

TRACK OF THE STATE OF THE W ORLD AND A SET OF

ACTIVITIES TO PERFORM REAL-TIME NAVIGATION.
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havior-based systems have recently become

more prevalent for controlling mobile ro-

bots.

Hierarchical architectures, such as Nas-

rem (NASA/NIST Standard Functional Ar-

chitecture for Telerobot Control System Ar-

chitecture)3,4 and IMAS (Intelligent Mobile

Autonomous System),5 offer a nice paradigm

for breaking down a global task into sub-

tasks, but the hierarchical structure quickly

degrades into a hierarchical command struc-

ture combined with distributed sensing sim-

ilar to that implemented on Mobot III.6 Most

of these systems use sense-think-act cycles

that are difficult to implement in real time

when the robot must deal with diverse sens-

ing conditions. Lumia4 has demonstrated the

use of Nasrem-style architecture for real-time

tracking and catching a ball falling through

a maze of pegs, but this system has a well-

defined, narrow scope of operation and does

not require the sensing diversity that a mo-

bile robot needs.

In an attempt to add reflexive ability to a

hierarchical system, Payton1 proposed a ver-

tical decomposition along with the more clas-

sical horizontal, hierarchical decomposition,

resulting in a hierarchical structure composed

of reflexive behaviors at the lowest level. The

effect is a hierarchical system capable of

managing diverse sensing conditions—and

therefore a more robust system. Arkin7 also

emphasized the importance of a nonhierar-

chical broadcast of information. Arkin chose

to design a system using agents that manip-

ulate a unified representation of the world

based on potential fields. Our system does

not use a unified representation to coordinate

activities but relies on procedural knowledge

and sensory data posted on the blackboard to

make a decision.

Similar to the Codger8 system architec-

ture used to drive CMU’s Navlab,9 our sys-

tem does not use its blackboard as a prob-

lem-solving mechanism but primarily as the

supervisor and coordinator of several real-

time activities. These activities continually

post their current state and the current state

of the environment to the blackboard. The

perception and sensing components of an

activity are designed to run concurrently.

Not all communications between an activ-

ity’s modules go through the blackboard,

thus reducing communications bandwidth

and making reactive behavior possible. Like

a traditional blackboard system, our system

uses a central database to store information

accessible by a number of modules, but it

differs functionally because the modules

do not work cooperatively to solve a com-

mon problem.

In our system architecture, the black-

board’s rule set and knowledge determine

which activity controls the mobile robot’s

actuators. A production system facilitates ex-

perimental determination of adequate con-

ditions for selecting the activity controlling

the vehicle, and the blackboard database

serves as a repository of state data and sen-

sory data from the activities. Strategic rea-

soning is the ability to process sensory in-

puts, stored information, and long-term

goals so that the robot can make decisions

with a global view of the environment. The

decision about which activity will control

the vehicle is based on sensory and state in-

formation from the activities and therefore is

a form of strategic reasoning.

Mobile-robot system
architectures

The question of an adequate system ar-

chitecture for an autonomous vehicle is an

ongoing research problem that can be re-

solved only after numerous systems have

been designed and tested. This research is

still in its infancy, so there is no common

agreement on which system architecture is

most suitable for controlling a mobile robot.

Almost all existing systems are continually

undergoing changes as the mobile robots are

fitted with more capabilities. Although many

research institutes and several companies are

pursuing this research, their goals are not all

the same. It is important to differentiate be-

tween research into using mobile robots as

tools and research into the design of au-

tonomous mobile robots. A system intended

to perform a single function as a tool is de-

signed as a conventional control system

comprising a single planning module. An au-

tonomous mobile robot, on the other hand,

should function in different environments by

adopting different strategies and mechanisms

for solving problems. Thus, we are con-

cerned with designing a system architecture

capable of integrating several functions nec-

essary for reliable operation.

Although research into mobile robotics

has yet to reach maturity, we can list a set of

desired attributes of a mobile-robot control

system. We have divided these attributes into

two groups: attributes describing the desired

behavior of the mobile robot, and attributes

describing a successful design of the control

architecture. Some of these have been listed

previously by Brooks10 and have been used

as justification for other system architectures,

but no formal approach has been adopted by

the robotics community.

Behavior attributes. A behavior is a mobile

robot’s response to a stimulus from the en-

vironment. We have identified six behavior

attributes important to a mobile robot:

• Reactivity: Because the real-world envi-

ronment is unstructured, the mobile robot

can make few assumptions about its dy-

namics. It must react to sudden changes in

the environment within a specified time

frame. Reactive behavior is generally a

well-defined action in response to a nar-

row domain of sensing, which gives the

robot a very limited scope of under-

standing. In our system all activities are

examples of reactive behavior.

• Intelligence: By intelligence we mean the

ability to cope with new or trying situa-

tions. A robot’s ability to manage diverse

situations and manipulate the environ-

ment to achieve a goal gives the appear-

ance of intelligence. Although true intel-

ligence is yet to be understood, all

mobile-robot projects strive to achieve

some intelligent behavior.

• Centralized global reasoning: A global,

high-level decision-making module is

crucial for the robot to understand its

overall situation. This is particularly im-

portant when many independent activi-

ties, each with a narrow understanding of

the situation, are trying to control the sys-

tem. Areasoning agent with a global view
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can act as an arbiter among the activities

to improve the system’s performance. A

distinguishing feature of the system is

whether the global reasoning comes from

a centralized, uniform representation or

from cooperation among distributed

modules. As an example of the use of

global reasoning, consider a mobile robot

traversing a narrow hallway and discov-

ering that an object has blocked its way.

Most reactive navigation algorithms

would have the robot stop, turn back, or

pace from side to side waiting for an

opening. With a global understanding of

the situation, the robot could try to find

another path or push the object out of the

way. All the alternatives require knowl-

edge from other sources integrated into a

unified representation.

• Multiple-goal resolution: For mobile ro-

bots, situations requiring conflicting con-

current actions are inevitable, and the sys-

tem should provide the means to fulfill

multiple objectives. An example is the

possible conflict between touching an ob-

ject and avoiding a collision with the

object.

• Robustness: A system’s robustness is its

ability to handle imperfect inputs, unex-

pected events, uncertainties, and sudden

malfunctions. This is a crucial character-

istic of a system operating in a real-world

environment.

• Reliability: A system’s reliability is mea-

sured by its ability to operate without fail-

ures or performance degradation over a

certain period of time. The navigation

system should maintain a constant level

of competence and perform similarly in

a number of different environments. For

example, we would expect that a colli-

sion avoidance algorithm would operate

reliably in several environments and that

any performance degradation could be

corrected without altering the system dra-

matically. In most cases,  misinterpreted

sensor data causes performance degrada-

tion, which we can correct by either

adding more sensors or improving the

sensor-processing algorithms.

Design attributes. Design attributes are re-

quirements of the mobile-robot system ar-

chitecture. Except for the fifth attribute in the

following list, they resemble the require-

ments of conventional software engineering.

Unlike most conventional software engi-

neering projects, which begin from a well-

specified set of requirements, a mobile-robot
project must constantly reevaluate its re-

quirements. Therefore, systems that can be

modified easily are highly desirable. We have

identified the following design attributes:

• Modularity: Following a general re-

quirement of most complex systems, the

control architecture of autonomous vehi-

cles should be divided into smaller sub-

systems that can be designed, imple-

mented, and debugged separately.

Modularity is also crucial to incremental

design, maintenance, and failure detec-

tion and correction.

• Flexibility: Experimental robotics, in

general, and sensor-based intelligent

control, in particular, require continuous

design changes during the implementa-

tion phase. Flexible control structures

allow the design to be guided by the

demonstrated success or failure of indi-

vidual design elements. Modular design

is a first step toward flexibility in soft-

ware design.

• Expandability: Because it takes a long

time to design, build, and test the indi-

vidual components of the control system,

an expandable architecture is desirable.

An expandable architecture facilitates in-

cremental implementation of the many

skills the robot needs to cope with diverse

situations.

• Adaptability: Each activity is governed

by a control strategy. Since the state of

the world is unpredictable and rapidly

changing, the control system must switch

smoothly and rapidly between control

strategies to adapt to the current situation.

Adaptability makes it possible for the mo-

bile robot to reconfigure its mode of op-

eration to perform other functions and op-

erate in different environments.

• Multisensor integration: This ability,

more important in real-time mobile-robot

control systems than in conventional soft-

ware, is crucial to reliable robot behav-

ior. The system architecture must com-

pensate for the limited accuracy,

reliability, and applicability of individual

sensors by integrating several comple-

mentary sensors.

An autonomous system’s three main func-

tions are perception, reasoning, and action.

These functions comprise basic control loops

that drive the robot to perform specific tasks.

The greatest difficulty in the design of the

control loops is building reliable perception

mechanisms. The types of processes used to

accomplish these functions and the dataflow

organization help determine the robot’s

behavior.

The classical systems. With the behavior

and design requirements just discussed as cri-

teria, we analyzed the traditional architec-

tures—hierarchical, behavioral, and black-

board—to assess their suitability for

controlling the navigation of an autonomous

mobile robot. By hierarchical we mean sys-

tems similar to the Nasrem style,3 by behav-

ioral we primarily mean the subsumption ar-

chitecture,11 and by blackboard we mean a

system similar to BB1.12

Table 1 shows the relative strengths and

weaknesses of the three architectures. We see

that none of them can be used alone for the

problem at hand. Only a combination can

meet our behavior and design specifications.

Hierarchical systems. Hierarchical architec-

tures have been used for autonomous and

semiautonomous systems for many years.

Their common distinctive feature is that the

control problem is divided along functional

lines into progressive levels of data abstrac-

tion and in some cases into levels of pro-

cessing time. The primary design considera-

tion is that the interfaces between levels must

be well defined and the cycle times in a level

must be well known. The architecture sup-

ports intelligent behavior primarily through

sequential composition of sensory data and

decomposition of commands.

As we suggested earlier, the primary draw-

back of classical hierarchical structures, par-

ticularly those strictly decomposed in the

horizontal direction, is their sluggishness in

reacting to rapid changes in the environment

because the sensory data must pass through
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several layers in the hierarchy.

Moreover, hierarchical systems are not

very robust because of their sequential pro-

cessing. The tight interdependence of suc-

cessive modules means the failure of any

component results in a complete system

breakdown.

In terms of design requirements, hierar-

chical systems are easily divided into func-

tional modules. But once the hierarchy has

been defined, the flexibility to move these

modules around is reduced, and reconfigur-

ing the structure to adapt to different opera-

tion modes is almost impossible.

Behavioral systems. Behavioral systems con-

sist of a set of sensing, reasoning, and action

loops, which operate concurrently to drive

the mobile robot. Their dominant character-

istics are their decomposition of the control

problem into the robot’s behaviors and their

direct control of the robot’s actuators. The

system combines a number of robust and re-

active behaviors that do not require compli-

cated world models (if any at all) to achieve

some goal.

There is no standard set of behaviors ac-

cepted by the robotics community. Behav-

iors range from simple motions to more com-

plicated docking actions. Behavior-based

systems’ low-level amalgamation of sensing

and action makes them perform reactively

and reliably. Since each sensor has some con-

trol over the action, these systems are very

robust to failures in sensory and actuator

components. Since all behaviors can drive

the robot’s actuators, one behavior’s failure

removes that particular ability from the robot

but has a minimal effect on the other behav-

iors’ performance. Another distinctive fea-

ture of behavioral systems is the absence of

a central intelligent-reasoning agent; the

robot’s perceived intelligence stems from the

interaction of behaviors.

The well-known subsumption method de-

veloped by Brooks11 combines several be-

haviors, with higher layers of behaviors sub-

suming lower ones. Ironically, this leads to

a hierarchical structure with a great deal of

interdependence of behaviors, breaking

down the system’s design flexibility and

modularity. Although the various behavior

levels support multiple types of operations,

the behavior interdependence makes recon-

figuring the system to adapt to different tasks

very difficult. The system’s strict arbitration

mechanism does not provide for the handling

of multiple goals simultaneously.

In a subsumption system, the priority lev-

els of activities are determined by the struc-

ture of the architecture and are not easily

modified. One reason for using a blackboard

system for vehicle control is that its produc-

tion rules give us flexibility to investigate

what an activity’s priority level should be.

Blackboard systems. The most appealing fea-

tures of blackboard systems are their flexi-

bility in handling the control problem and

their suitability for the integration of sensory

data. Blackboard systems use distributed ex-

pert modules for sensing, action, and rea-

soning. Each of these agents has its own in-

ference mechanism and local knowledge to

perform a specific task and thus is not ham-

pered by the time and effort of extracting in-

formation from a global database. Black-

board systems facilitate highly parallel

design approaches, allowing the testing of

each individual expert module.

In the case of BB1,12 information transfer

is performed through the blackboard and

managed through the coordinator. As a re-

sult, all state information, no matter how triv-

ial, is kept on the blackboard so that all such

data is accessible to all knowledge sources.

This generally leads to a system well suited

for task planning and capable of managing

several distributed processes but with little

or no capability for reactive behavior. For

that reason, most mobile-robot projects using

blackboard systems9,13,14 have modified the

blackboards to manage the real-time issues

peculiar to this field.

An act ivity-based blackboard
architecture

With the ambition of building a system

with reliable behaviors and a centralized ar-

bitrator, we have developed a system com-

posed of activities arbitrated by a blackboard

system controller. The system design sepa-

rates strategic reasoning from the reactive re-

sponses inherent in activities and produces a

more modular structure than the subsump-

tion architecture. Our main system design

principle is to switch the vehicle’s focus of

control from one activity to another and to

equip those activities with certain decision

capabilities.

Figure 1 shows the overall system archi-

tecture. This structure implements two lev-

els of reasoning, one through the activities

and the other through the blackboard. The

thick arrow running from an action module

to the environment represents a physical in-

teraction with the environment, primarily by

the motion of the robot. The thick arrow run-

ning from the environment to the sensor rep-

resents the gathering of information about
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Table 1. Comparison of  classical control structures.

HIERARCHICAL BEHAVIORAL BLACKBOARD

Reactivity Medium High Medium
Intelligence Sequential Emergent Distributed
Global reasoning Yes No No
Multiple goals Yes Difficult Yes
Robustness Low High Medium
Reliability Low High Medium
Modularity Yes No Yes
Flexibility No No Yes
Expandability Yes Yes Yes
Adaptability No No Yes
Sensor integration Difficult Yes Yes

Environment

Reactive loop

Sensor Feature extractor module

Blackboard
module

User
specification

Control
unit

Action
module

Strategic loop

Figure 1. The activity-based blackboard control scheme for a mobile robot.



the environment by the sensor. The system

combines a central controller ensuring strate-

gic reasoning and several activities in charge

of low-level behaviors. The activities run

concurrently, but only one activity action

module directly commands the robot’s actu-

ators. The blackboard control unit determines

the activity that controls the robot, using its

knowledge of the state of activities and user’s

specifications. The control unit can also in-

fluence the action module by specifying con-

straints on its actions. For example, the pas-

sageway activity, described in more detail

later, is designed to avoid collisions with ob-

stacles. The control unit can constrain it to

try to maintain a certain direction of motion

and a maximum speed.

An activity is an organizational unit that

uses a basic skill to perform a specific func-

tion—for example, following a person, pass-

ing through a door, avoiding collision. Each

activity includes sensors, one or more fea-

ture extractor modules, and an action module

necessary for it to carry out its task. To per-

form reliably, the activity uses relevant sen-

sors to focus on specific features of the

environment.

The blackboard control unit monitors the

environment and assesses the performance

of enabled activities on the basis of infor-

mation reported by the activity and its fea-

ture extractor modules. The feature extrac-

tor modules have two functions: filtering data

to be passed to the blackboard control unit

and focusing sensory perception on the ac-

tion being performed. The feature extractor

modules of disabled activities do not control

the vehicle but rather monitor the environ-

ment for possible conditions that their activ-

ities could easily handle. For the vehicle to

perform a complete task, it must combine the

appropriate activities in the proper sequence,

primarily driven by the events posted on the

blackboard by the activities.

The blackboard system supports high-

level symbolic decision making and central

intelligent reasoning through the knowledge

in the control unit. The only difference of our

system from classical blackboard systems is

that our activities do not use opportunistic

problem solving but are sequenced and or-

chestrated by the control unit to perform a

global task in reaction to the changing

environment.

Feature extractor module. Although a fea-

ture extractor may depend on more than one

sensor, it provides information on a specific

attribute in the environment. Sensors and

their associated perception modules are con-

tinuously operating. The feature extractor

processes sensory data and expresses it in a

suitable representation for the action or

blackboard module.

The feature extractor expresses the rele-

vant attributes of the environment symboli-

cally and then relays them to the blackboard.

Since the feature extractors are continuously

operating, the blackboard reasoning module

is instantly notified about the dynamic

changes in the environment. Each feature ex-

tractor is responsible for ensuring the con-

sistency of the information it sends to the

blackboard, relieving the blackboard of the

time-consuming truth maintenance task.

Action module. During navigation, the en-

abled action module determines the mobile

robot’s direction and speed in response to in-

formation acquired from the corresponding

feature extractor. Therefore, low-level deci-

sions are sensor-driven, ensuring tight, reac-

tive control.

To intelligently guide real-time operation,

the high-level reasoning module (that is, the

blackboard module) provides the action

module with the desired direction and speed

based on its global understanding of the sit-

uation. Nonetheless, it is the action module’s

responsibility to provide the actual control

signals and maneuver the mobile robot to

meet the reasoning module’s recommenda-

tions. The high-level commands may also in-

clude constraints on the action modules’ op-

erations to ensure smooth transition from one

activity to another.

Blackboard module. The blackboard mod-

ule, consisting of the blackboard and the

blackboard control unit, assesses the robot’s

global situation and provides sound decisions

about the appropriate action to meet user-

specified goals safely. The blackboard con-

trol unit performs this reasoning by process-

ing symbolic information such as the

sequence of specified goals, the current con-

trol strategy, and the acquired knowledge of

the states of the world and of the mobile

robot. Symbolic and qualitative information

about the features of interest are continuously

posted by the feature extractors to the black-

board.

Blackboard control unit. The blackboard

control unit uses traditional forward-chain-

ing production rules for the reasoning

process. The typical case involves the selec-

tion of a suitable activity to satisfy a set of

conditions derived from the goal require-

ments or from the safety requirements. The

control unit’s role is to arbitrate between the

different activities competing to take control

of the mobile robot’s actuators.

The production rules activate or deactivate

the appropriate activities according to the

current state and the adopted control strat-

egy. They may also modify certain operation

parameters of the currently enabled activity.

Since the activation-deactivation cycle is per-

formed continuously in real time, this mod-

ule appears to an external observer to be ex-

plicitly commanding the mobile robot by

smoothly switching to the appropriate activ-

ities without interruption.

Blackboard essential states. The numeric-to-

symbolic conversions are a challenge; we

manage them mostly by means of the con-

cept of essential states and events developed

by Tigli et al.15 (These conversions are a

mapping from numeric values to linguistic

predicates.) To avoid overloading the black-

board with information and to minimize the

bandwidth requirement between modules,

we limit the representation of the environ-

ment’s state to symbolic attributes from the

feature extractor modules and the vehicle’s

state to symbolic information from the ac-

tion modules. Generally, the decision-mak-

ing process is sensitive only to coarse mea-

sures of these attributes. For instance, the

decision-making process would be interested

in the fact that the mobile robot is close to a

wall rather than the exact numeric distance.

The essential states of any type of sensory

data are defined by the partition of the nu-

merical range of values of that sensory data

into a small number of mutually disjoint par-

titions. The boundaries between these parti-
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tions are chosen intuitively to facilitate sym-

bolic reasoning. Similarly, the action mod-

ules’states can be expressed symbolically by

nonoverlapping descriptions (for example,

in the simplest case, “activated” or “deacti-

vated”). The essential events are then defined

as the changes in the corresponding essen-

tial states. The essential events cause the

essential states to be modified on the

blackboard.

The current state of the environment be-

longs to the Cartesian product of the essen-

tial states of all the sensory data. Similarly,

the current states of all activities belong to

the Cartesian product of all their essential

states. These are represented by two vectors

in the two Cartesian spaces illustrated in Fig-

ure 2, which shows the sensory and action

states that must be accounted for when defin-

ing the rule set. We achieve completeness of

the rule set by exploring and covering all the

regions of the two Cartesian spaces, thus en-

suring safe operation of the robot in reaction

to changes in its environment. Besides these

rules, there are also rules that decompose the

user-specified goals into sequences of activ-

ities that guide the robot.

Implemented act ivit ies

The activities we have implemented for

the mobile-robot system include a passage-

way activity, a floor anomaly activity, and a

dynamic path-planning activity.

Passageway activity. The passageway ac-

tivity’s main focus is navigating the vehicle

toward open space. In effect it is a collision

avoidance activity, except that one can spec-

ify a desired direction, velocity, and destina-

tion. The robot uses the activity for travers-

ing through doorways, navigating down

hallways, and generally avoiding collision

with any objects.

The passageway activity uses data from

sonar range sensors to construct a two-di-

mensional Cartesian grid representation of

the robot’s environment. The histogram grid

method16 of representing this information

minimizes the effects of spurious data typi-

cally produced by sonar range sensors. The

computation of a grid cell’s value is based on

the number of times an object has been de-

tected in that cell; the larger the value, the

more confidence that the cell is occupied.

The activity then uses a sector elimination

method to select a direction for collision-free

motion that most closely matches the desired

direction. The sector elimination algorithm

divides the sensed environment into 48 sec-

tors covering a discoid centered about the

robot, with a hole in the center, and extend-

ing approximately 1 meter from the vehicle.

Figure 3 shows the front half of a polar

certainty grid and its associated sectors. Sec-

tors with obstacles are marked in black and

denoted as “occupied.” If the vehicle’s width

is ignored, the sectors hashed out are suffi-

cient to prevent a collision. In reality, the ve-

hicle will collide with an object in a sector if

commanded to move in the direction of an

open sector next to that vector. This is pri-

marily due to the lack of clearance between

the object and the vehicle’s extremities. To

account for this feature, we must increase the

size of a group of “occupied” sectors. The

figure shows these sectors in gray and de-

notes them as “filled” sectors. Those sectors

that are open for passage appear as white and

are denoted as “open” sectors. The robot is

steered toward the bisector of the open sec-

tor that best matches the desired direction.

The essential-events information sent to

the blackboard by the passageway activity’s

feature extractor is not as precise as the cer-

tainty grid, but can be represented in the

computer with less effort and memory. The

open region around the vehicle is divided

into four zones: “ahead,” “right,” “behind,”

and “left.” The blackboard thus has a low-

resolution view of the world in terms of

quadrants around the perimeter. In addition

to the data events posted by the feature ex-

tractor the activity’s action module reports

its status to the blackboard. The action’s only

states are “enabled” or “disabled,” corre-

sponding to whether or not the activity has

control of the vehicle. In summary, the pas-

sageway activity posts one data event con-

sisting of four states and one status event

consisting of two states.

Floor anomaly activity. The floor anomaly

activity’s responsibility is to safely navigate

the vehicle around or across anomalies, or

obstacles, on the floor. Currently, work is

under way on the development of a sensor

and methodology, called FAD (Floor Anom-

aly Detector) for object detection using a pair

of Biris laser range finders.17 (The compu-

tation of range is based on a principle of re-

placing the single iris in the camera with a

couple of irises, hence its name, bi-iris.)
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The current floor anomaly activity deter-

mines the feasibility of crossing obstacles

such as channels or cables detected on the

floor and takes the necessary actions to cross

them safely. The activity’s feature extractor

relies on available sensory information to

identify any obstacles present in the vehicle’s

vicinity. It extracts their relevant attributes

(typically depth, width, orientation, and dis-

tance from the vehicle), which control the ac-

tion module. The action module guarantees

a safe passage over the obstacle.

Essential events the floor anomaly activ-

ity sends to the blackboard are a set of sym-

bolic values describing the robot’s distance

from the obstacle (“close” or “far”) and the

robot’s direction in relation to the obstacle

(“toward,” “parallel,” or “from”). We have

determined most of the threshold values for

these sets experimentally. The action mod-

ule also reports its status to the blackboard,

including “starting,” “orienting,” “proceed-

ing,” “leaving,” “finishing,” and “parallel-

ing,” as well as the obvious “enabled” and

“disabled.” Thus the floor anomaly activity

posts two data events, one consisting of two

states, the other of three; and two status

events, one of two states and the other of six.

Dynamic path-planning activity. After sev-

eral experiments with the passageway activ-

ity, we discovered that under certain condi-

tions the algorithm would not function

satisfactorily. Collisions with objects were

minimal, but the robot could easily be

trapped in a corner as shown in Figure 4a.

The figure represents the robot by a com-

bination of several shapes: a triangle, a circle,

a hexagon, and a coordinate frame placed

about the vehicle’s center point. The triangle

represents the robot’s bumpers. The hexagon

is the base of the robot. The circle represents

the ring of sonar sensors around the base that

are used by the passageway activity. The ×
marks the robot’s destination. The grid over-

laid on the figure marks off areas of 1 square

meter, and the test zone is an approximately

square area of 6 m × 6 m.

In contrast to the passageway activity, the

dynamic path-planning activity can guide the

robot around the partition, as shown in Fig-

ure 4b, because it maintains a larger map of

the robot’s environment, which it uses to de-

termine possible paths to the robot’s desti-

nation point. The gray-scale areas in Figure

4b represent certainty values for the exis-

tence of objects detected by the robot’s sen-

sor as it moves along its path. White indicates

the highest likelihood that the cell is empty,

black indicates the highest likelihood that the

cell is occupied, and shades of gray indicate

the various intermediate levels of likelihood

of occupancy.

The path planner’s map is based on a his-

togram grid map similar to the one used in

the passageway activity, but it uses a rectan-

gular grid centered about some point in the

environment. The grid cells are 10 square

cm; therefore, a map consists of 10,000 cells

and takes approximately 100 ms to update.

Range values for map creation come from a

laser-based Biris camera and are more pre-

cise and of higher angular resolution than

those from the ultrasound sensors.

The path-planning algorithm is based on

Warren’s modified A* algorithm,18 extended

by Stuck19 to account for the mobile robot’s

width. Similar to other planning algorithms,

it takes much longer to compute a free path

than the passageway activity (at times tak-

ing 7 s compared to 100 ms for the passage-

way activity), and therefore it is not as reli-

able as the passageway activity. However, it

maintains a much larger representation of the

environment and uses a deterministic ap-

proach to find a direction for the robot. Later

in this article we will demonstrate how the

path-planning activity can improve the

robot’s performance.

Currently the path-planning activity does

not communicate with the blackboard, so we

cannot yet report on the essential states it will

post on the blackboard. However, we think

they will be similar to those generated by the

passageway activity since the two activities

have similar functions, differing primarily in

approach.

System behavior example

The following example of a mobile robot

navigating across a typical factory floor

demonstrates the performance goals that mo-
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tivated our design of the activity-based

blackboard architecture. We designed the

passageway, path-planning, and floor anom-

aly activities to address the kinds of prob-

lems the robot encounters here.

In Figure 5, the robot is originally at loca-

tion 0 and is required by the blackboard to

navigate autonomously to destination point

7. The robot, perceiving no obstructions, pro-

ceeds in the direction of point 7 until it

reaches point 1, where the passageway ac-

tivity notifies the blackboard of the presence

of an obstacle. The passageway activity also

realizes that the space between object II and

the south wall is not wide enough for the

robot to pass through, and, therefore, decides

to seek an open space in another direction.

The passageway activity can drive the mo-

bile robot toward point 2, but due to limited

storage capacity in the map used by the pas-

sageway activity, objects sensed earlier are

no longer available and the robot moves back

toward point 1, driven by point 7.

The path-planning activity, with its

greater knowledge of the environment, sug-

gests to the blackboard an alternate route,

which the passageway activity uses to guide

the robot toward point 2. The robot reaches

point 2, where the floor anomaly activity de-

tects channel AB. The blackboard allows the

floor anomaly activity to take over, tem-

porarily, to maneuver the robot across this

channel. The vehicle crosses the channel

safely and proceeds along its temporary di-

rection. If the floor anomaly acitivity had

not been allowed to take over the robot, the

path taken would have been the one shown

as a dashed line commencing from pont 2.

This could have led to the wheels of the mo-

bile robot having been trapped in the chan-

nel. At point 3, the blackboard returns con-

trol to the passageway activity after being

notified by the floor anomaly activity of the

successful completion of its task. Through-

out this procedure, the path-planning activ-

ity has been computing the paths that will

get the mobile robot to its destination. One

of these paths is from west to east between

object I and object III. The blackboard real-

izes that going through this passageway will

bring the vehicle closer to the original goal

point and commands the passageway activ-

ity accordingly.

At point 4, the floor anomaly activity iden-

tifies the second portion of channel AB, and

the symbolic feature extractor notifies the

blackboard that the robot can safely maneu-

ver across it. The dashed line from point 4

towards object II identifies the path the robot

would have taken if allowed to cross the

channel at this point. However, the passage-

way activity notifies the blackboard that

there is no room for safe crossing of the chan-

nel at this point because of the presence of

object II on the other side. So the blackboard

notifies the floor anomaly activity to go

along the channel away from object II. At

point 5 the blackboard allows the floor anom-

aly activity to drive the robot across the chan-

nel, and at point 6 the passageway activity

drives the robot toward destination point 7.

With these three activities guided and coor-

dinated by the blackboard, the robot reaches

its destination safely.

Implementat ion and
experiments

The mobile-robot system shown in Figure

6 implements the activity-based blackboard

architecture. It consists of a Cybermotion

platform fitted with a ring of 24 ultrasound

sensors around the base, two Biris laser range

finders for detecting floor anomalies, a scan-

ning Biris laser range finder, and an odo-

metric counter. An on-board Z80 processor

serves as a PID (proportional-integral-de-

rivative) controller for the mobile robot’s

wheels and a counter for the odometer. All

activities run on a 68030-based multipro-

cessing platform that is embedded in the

robot. During experimentation, we used up

to seven processors, but made no attempt to

optimize the loads on the processors. In gen-

eral, one processor must be dedicated to each

external device (ultrasound ring, Biris scan-

ner, Biris FAD system, and mobile robot),

freeing the rest for processing and interpret-

ing the sensory data and communication to

the blackboard.

The system is implemented primarily by

means of tasks communicating through mes-

sage passing on a multitasking computer

platform. We guaranteed real-time perfor-

mance by using a real-time multiprocessing

operating system called Harmony, which al-

lows the activity modules to be implemented

across several processors, thus ensuring con-

currency.

The decision-making mechanism is a

rule-based production system using the

BB_CLIPS blackboard system (developed
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at the National Research Council’s Institute

for Information Technology). It runs on a

Macintosh IIfx and communicates with the

activities via an RF modem. Since informa-

tion posted on the blackboard is symbolic

compact data and does not directly impact

an activity’s performance, time delays usu-

ally associated with using an RF modem are

reduced. The only time this is a crucial fac-

tor is when an activity wants control of the

vehicle and the control unit is busy. In the

current design of the blackboard, the con-

trol unit does not perform extensive com-

putations but releases this chore to other ac-

tivities, so it is usually waiting to process

state changes that have been posted on the

blackboard.

Passageway and floor anomaly experi-

ment. The experiment diagrammed in Fig-

ure 7 was designed to investigate the inter-

action of the passageway and floor anomaly

activities. The vehicle was commanded to

navigate safely in the laboratory space,

which was cluttered with stationary posts and

other objects and some moving people. The

laboratory also contained a simulated floor

anomaly consisting of a channel of a known

depth and size. During the experiment, the

vehicle switched back and forth between the

two activities in response to information dy-

namically posted on the blackboard.

In the default situation, the vehicle moved

along a straight line segment (under pas-

sageway activity control) until an object or

a channel entered its visibility range and

caused it to change its path. The feature ex-

tractors assumed the responsibility of judg-

ing objects and channels perceived by the

sensors; they notified the blackboard only

when these items constituted a significant

obstruction. In cases when objects obstructed

the vehicle’s intended path, the passageway

action module decided on the corrective ac-

tion with no intervention from the black-

board. Such corrections appear in the figure

as changes in the direction of the robot’s path.

On the other hand, in cases of threatening

channels, the blackboard commanded the

floor anomaly activity to take over the vehi-

cle’s control, until that activity reported suc-

cessful crossing of the channel (section A in

Figure 7). Figure 8 shows the BB_CLIPS

rules triggered in this situation.

In cases when objects on the other side of

the channel made it dangerous to cross, the

blackboard commanded the floor anomaly ac-

tivity to go parallel to the channel until the ve-

hicle reached a safe crossing point. An exam-

ple of this situation is shown as the section

marked B in Figure 7. In this example the sys-

tem control unit has a combined representa-

tion of the objects and the channel on the floor.

It is not possible to achieve this type of per-

formance using a single activity because each

activity is tuned to handle a certain type of

condition. The BB_CLIPS rules triggered for

this situation are shown in Figure 9.
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Passageway and path-planning experi-

ment. When we used the path-planning ac-

tivity to control the robot directly, the robot

sometimes collided with an object, as shown

in Figure 10a. Such collisions were caused

primarily by delays in computing a new path.

For this reason, the path-planning activity is

not reactive enough to be effective and reli-

able unless the robot’s speed is very slow.

The passageway and path-planning activ-

ities are complementary because they have

identical action modules. When combined,

they increase the robot’s chances of safely

reaching its destination. In Figure 10b, the

passageway activity drove the robot away

from the wall and prevented the collision

shown in Figure 10a. In this experiment, the

path-planning activity directly interacted

with the passageway activity by using a com-

mon action module, as shown in Figure 11,

and was not interfaced through the black-

board.

In the configuration shown in Figure 11,

the path-planning activity’s feature extractor

module sends the passageway action mod-

ule the desired direction of motion. The pas-

sageway activity’s feature extractor module

sends the passageway action module an

open-sector direction. The passageway ac-

tivity uses the two directions to compute an

actual direction for the mobile robot.

This experiment demonstrates how the

two activities complement one another. By

working together, they minimize the need to

use the blackboard to transfer data between

activities and reduce the amount of trivial in-

formation on the blackboard. In this limited

example, the two activities are more com-

plementary than conflicting and thus func-

tion together rather well. In the case of the

passageway and floor anomaly activities,

however, each performs substantially differ-

ent functions.

Summary of experimental results. We

have yet to integrate all three activities into

one system. Results from the combined floor

anomaly and passageway activities support

the claim that our architecture is suitable for

reactive and strategic control of a mobile ve-

hicle. Results from the path-planning activ-

ity combined with the passageway activity

support the idea that certain activities are

complementary and will function well to-

gether, bypassing the blackboard as a com-

munication medium.

Nevertheless, we believe the blackboard

is necessary for maintaining a global per-
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spective of the mobile robot’s state and also

for supervising the activities. For example,

the path planner computes an optimal path

for the robot. If the robot must wait for an el-

evator door to open, the blackboard’s control

unit can override communications between

the path planner and the passageway activ-

ity, stopping the vehicle and resuming its op-

eration after the door opens.

The blackboard also allows the system to

monitor an activity’s performance and re-

place that activity with one with better per-

formance. If for any reason the passageway

activity fails, the system can use the path-

planning activity to drive the mobile robot

safely, provided the robot’s operating speed

is reduced.

Our two experiments show that this ar-

chitecture is suitable for experimental ro-

botics applications, particularly because of

its flexibility and modularity. It allowed us

to experiment with several activities and in-

vestigate their interactions, while some

components were implemented and others

were simulated. It also allowed us to com-

bine two activities to achieve higher perfor-

mance.

System evaluat ion

Earlier, we discussed a number of desir-

able behavior and design attributes of a mo-

bile robot. Although expressing them quan-

titatively is difficult, we can summarize

qualitatively how the activity-based black-

board architecture meets these requirements.

Behavior attributes

• Reactivity: The control architecture’s re-

activity is ensured by the conceptual sep-

aration of two types of decision making:

strategic and tactical. The system demon-

strated its reactivity by switching the con-

trol context, but not the control level, in

response to dynamic and unexpected

events.

• Intelligence: Defining intelligence as the

ability to cope with new or trying situa-

tions, we have been able to demonstrate

that the mobile robot can cope with un-

known environment configurations.

Using the blackboard as the high-level

decision-making mechanism, we incor-

porate progressive levels of situation un-

derstanding by including rules to describe

those situations.

• Global reasoning: The robot performs

global reasoning primarily through the

control unit and the blackboard. Arbitra-

tion between competing activities is ac-

complished by a set of rules that allows the

most appropriate activity to take control

of the mobile robot and resolves informa-

tion conflicts. For example, as we saw in

Figure 7, at the appearance of an object

across the channel, the control unit com-

manded the floor anomaly activity to go

parallel to the channel before crossing it.

• Multiple-goal resolution: Each activity’s

control algorithm is exposed to continu-

ous information coming from the corre-

sponding feature extractor. Therefore,

each action module has its own sugges-

tions as to the control signals to be sent

to the vehicle actuators. The blackboard,

however, performs selective activation

and deactivation of the action packages,

arbitrating the multiple goals provided by

the different activities. The blackboard

continuously assesses the relevance and

applicability of each activity to the situ-

ation at hand.

• Robustness: More testing must be per-

formed, and activities added, before we

can comment accurately about the mobile

robot’s robustness. Activities with similar

functions (for example, the path-planning

and passageway activities) can improve

robustness.

• Reliability: A significantly long time is

required to build confidence in any sys-

tem’s reliability, and we have not yet

tested all the system’s components thor-

oughly. So far, we have extensively tested

the passageway activity, and it performs

consistently (does not allow the robot to

collide with objects detected by the sen-

sor) in many different scenarios. The ad-

dition of the path-planning activity im-

proved the system’s reliability to reach a

destination.

Design attributes

• Modularity: The simple interconnections

of the activities’components allow inde-

pendent design of the modules before

they are integrated to form a complete ac-

tivity. For example, the feature extractor

of the floor anomaly activity was devel-

oped and tested independently from the

action module of the same activity. Sim-

ilarly, at a higher granularity level, the ac-

tivities were developed separately from

the blackboard system. The architecture’s

modularity facilitated both design and de-

bugging.

• Flexibility: The interconnection patterns

of the control framework’s components

impose no restrictions on the information

exchanged by the modules. There are no

limitations on the messages coming from

the feature extractors. Therefore, we

changed the symbolic information gen-

erated by the feature extractors, especially

that of the passageway activity, several

times during the experimentation, to im-

prove the blackboard’s decision-making

capability. These changes were totally

transparent to the system architecture and

organization. This system flexibility al-

lowed design decisions to be based on ex-

perimental evidence and practical per-

formance measures.

• Expandability: The system’s modularity

facilitates its expansion. For example, de-

velopers worked separately on skill-

achieving activities, before these activi-

ties were integrated into the control

structure. The modifications to the con-

trol architecture were limited to the addi-

tion of appropriate rules in the blackboard

control unit to take advantage of the

added capabilities.

• Adaptability: The high-level blackboard

control over the activities continuously

changes the system’s focus of attention

in response to changing world configu-

rations. The blackboard chooses the ac-

tivity that can handle the situation best:

the floor anomaly activity in the vicinity

of threatening channels and the passage-

way activity the rest of the time. The

blackboard rules include implicit knowl-

edge of the capabilities of both activities’

action modules.
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• Multisensor integration: The vehicle has

four different sensors: (1) the on-board

odometer, (2) the ultrasound transducers,

(3) the pair of Biris laser ranging cameras

for anomaly detection, and (4) the scan-

ning Biris laser ranging camera. Although

we have not yet integrated all the activi-

ties into one system, the architecture has

accommodated several of these sensors

during the experiments.

W E STILL HAVE MANY ISSUES

to address in developing our robotic archi-

tecture. In particular, there is no rigorous

method for converting some of the numeric

data from the feature extractors into symbolic

data for the blackboard. In our case, these

conversions followed the idea of essential

events and states, which minimizes the

amount of data going to the blackboard, but

we have not tested this concept thoroughly.

The advantage of essential events and states

is mainly the reduction of data, which, in

turn, allows us to address the serious prob-

lem of the rule base’s completeness. As the

number of activities increases, the possible

combination of events increases exponen-

tially, leading to a combinatorial explosion.

The solution is that not all activities should

report all the time. For example, the floor

anomaly activity should post on the black-

board information about a floor anomaly

only when one has been detected.

On the practical side, to fully exploit the

benefits of this type of design, we must have

access to a clean multitasking operating sys-

tem. Unfortunately, many mobile-robot sys-

tems are closed systems, designed as black

boxes rather than potential programming de-

velopment workstations, making experi-

mental research difficult. A mobile robot’s

environment is so dynamic and difficult to

constrain that an efficient and easily modifi-

able development system is essential. The

system must be easily reprogrammed and re-

configured for the different environments it

may encounter. Thus, it is imperative to sim-

plify the creation of activities and their inte-

gration into the system.

Finally, the design of special-purpose ac-

tivities allows us to create specific functions

that a mobile robot can perform reliably.

These activities give the appearance of robot

intelligence, but only in a limited domain.

We believe that to achieve more intelligent

behavior, a supervisory centralized module

like the blackboard is necessary, but it is not

necessary that all communications go

through the blackboard. We have had some

success with this approach, but to fully ex-

ploit it, we must develop more activities.
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