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This article de�nes a method for computing a
proximity compatibility function among fragmented 3-
D surfaces for environment modelling. Fragmented
surfaces are a common occurrence after the segmen-
tation process has been applied to 3-D sensory data,
in particular for data taken from large indoor environ-
ments. This proximity compatibility function among
surfaces gives an indication on how close the surfaces
are to each other based on a common gap de�ned be-
tween the boundaries of the surfaces. This particular
approach performs most of the computations in the
2-D image plane and when required will use the 3-D
information in the data. This is simpler than tackling
the whole problem in Euclidean space and as an added
bonus, sections of the algorithm pertaining to the 2-D
image plane can be applied to classical 2-D intensity
images.

Keywords: Surface proximity, Surface grouping,
Environment modelling

Research in the domain of computer modelling
from 3-D data has primarily focussed on the extrac-
tion of 3-D surfaces and volumetric primitives for the
purpose of either object recognition or creating more
precise models from 3-D sensory data of machined
parts [7, 13]. These type of objects can easily be
carried and placed in a controlled environment and
scanned using a high resolution active sensor. This is
signi�cantly di�erent from the modelling of large in-
door environments where it is necessary to bring the
sensor to the environment, changing the characteris-
tics of the sensed data dramatically. The result is that
nearly all scans taken in these environments consist of
fragmented data and it becomes necessary to develop
algorithms that can reason among the fragmented sur-

faces.

Research in the modelling of indoor environments
has primarily focussed on the incremental synthesis
of sensor views and/or position estimation of the sen-
sor [15, 14, 1]. For these systems to become viable tools
for Computer Aided Design (CAD) it is necessary to
develop approaches that hypothesize the formation of
more composite features from the surfaces.

Recently, there has been interest in the interpre-
tation of scenes taken from 3-D data primarily for the
creation of models of indoor environments [9, 12, 5].
All of these approaches rely on the ability to determine
the connectivity among the surfaces. In some circum-
stances the sensory data appears relatively clean with
little or no gaps [12] and connectivity can easily be de-
termined. While in the other examples [9, 5] gaps were
present but little is said about the algorithms used for
determining surface adjacency and proximity.

This article presents an approach for computing a
proximity compatibility function among 3-D surfaces.
This proximity compatibility function can be used by
other algorithms as a measure of con�dence in group-
ing the surfaces. In particular to this research, the
proximity compatibility function was used in the de-
sign of a Bayesian Network for the grouping of 3-D
surfaces [10]. The approach presented can be sepa-
rated into 2 distinct operations; the determination of
adjacent surfaces along with a common area of inter-
est between them, and the calculation of a proximity
factor that can be used for determining how close the
surface boundaries are to each other.

It is necessary to de�ne the context in which the
proximity measure is to be applied since it is possible
to have several di�erent types of proximity measures
among 3-D surfaces. This particular proximity mea-
sure takes advantage of the fact that the range data
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2.1 Extracting a surface's boundary

2.2 Determining adjacent surfaces

is stored as a 2-D image of the 3-D points taken from
the sensor's view point. This implies that the data
points are placed in a particular order determined pri-
marily from the scanning characteristics of the sensor,
i.e. they are not a cloud of 3-D points. When the
data is viewed with respect to the camera there can-
not be any overlap among the surfaces, and therefore
any proximity measures that rely on surface to surface
overlap cannot be applied. For this type of sensory
data a proximity measure based on the surface bound-
aries is more appropriate. The result of this is that
the majority of the computations required to deter-
mine adjacent surfaces and their respective gaps are
performed in the 2-D image plane, and only at the end
of the process are the 3-D values used for computing
the proximity measure.

The approach is rather simple in theory but in
practice smoothing operators and approximations to
the boundaries must be applied to reduce the e�ect of
noise on the image. The procedure for determining a
common gap is as follows: For any surface in an image
extract a boundary that represents the border of that
surface. For each pixel on the boundary determine
its adjacent surface. Collect the boundary points that
share a common adjacency to each other and reorga-
nize them so as to de�ne a common polygon between
the surfaces.

The data was acquired using a compact laser cam-
era called BIRIS [2]. Figure 1 is an intensity image
associated with the 3-D scan of a corner of the labora-
tory. Planar surfaces are extracted from the 3-D points
using an algorithm based on a hierarchical segmenta-
tion procedure developed by Boulanger [3]. The result
of that algorithm is an image of data points grouped
into a set of planar surfaces as shown in �gure 2.

An edge tracking algorithm is applied to each of
the surfaces depicted in the labeled image shown in �g-
ure 2. The edge tracking algorithm is an extension of
the one developed by Gao et al [8] in that it computes
an estimate for the curvature of the edge as it is track-
ing the boundary of a surface. The curvature along the
edge is computed as a di�erence in a running average
of the gray level gradient values along the boundary.
Currently this �lter uses the average of 3 pixel gradi-
ent values and appears to be able to �lter the majority
of large changes in the gradient values which are due
primarily to the discretization of the image. The high
curvature points are used to de�ne a polygon which
can be used as another form of representing the 3-D
polygons, in particular for virtual reality modelling.

Not every high curvature boundary point is used
in de�ning the polygon representation for the surfaces.

Figure 1: Intensity image of a scan from a laboratory.

Any sequential set of high curvature points is replaced
by a straight line de�ned by the �rst and last high
curvature points in that segment. The result of this is a
polygon, as depicted for the surfaces in �gure 3, whose
corners are high curvature points (represented as white
pixels) connected by straight lines or low curvature
edges (represented as gray pixels). This procedure of
by-passing a set of consecutive high curvature points
can be justi�ed by the fact that in most cases these set
of points are associated with virtual boundaries caused
by weak sensor values and so little information is lost
replacing one virtual boundary with another straighter
one.

This reduced set of high curvature points are used
to de�ne a 3-D polygon which can be used to represent
the surfaces for virtual reality modelling. Figure 4 is
a view of the surfaces, taken from a VRML (Virtual
Reality Markup Language) browser, that were de�ned
using the reduced set of high curvature points. For
this display the number of points used in de�ning the
polygons was reduced by a factor of 10 over using all
the high curvature points. This is a signi�cant im-
provement in the performance of the VRML browser.

Being able to jump across the gaps results in de-
termining more possible adjacent segments than were
originally computed using direct contact as a crite-
rion. This added information is important when deal-
ing with fragmented surfaces. For example, surface

is an isolated surface but using this particular
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2.3 Determining the common gap

Figure 2: Surface label map of a scan from a labora-
tory.

projection algorithm resulted in 5 other possible ad-
jacent surfaces , , , , and and therefore
a greater possibility of being able to join the surfaces.

Adjacent surfaces can be determined by project-
ing from each of the boundary's pixels in a direction
away from the surface. At a global perspective, the
boundaries of a surface that were formed due to a
weak sensor signal maintain some directional informa-
tion about the continuation of that surface. This can
be observed in the top and bottom edges of surface

in �gure 3. This direction of the boundary is af-
fected by the perspective transformation of the sensor
but their e�ect is fairly minimal since their projec-
tion tends not to result in an intersection with another
surface. Boundaries that are real boundaries, formed
by intersections or jump edges, maintain their direc-
tional information and appear as edges with less noise.
At a local perspective, direction of the segments that
make up a boundary can vary dramatically. This e�ect
is reduced substantially by choosing to represent the
boundary as a polygon since the large deviations in the
gradient that occur between sequential high curvature
points are removed.

The points at which the normal projections of a
boundary intersect with another surface's boundary
are labeled as the neighbour points of the �rst bound-
ary. These are recorded and are used to compute a
common gap between the 2 adjacent surfaces. While
the points along a particular boundary are represented
as a linked list of points, their respective neighbour-

Figure 3: Surface boundaries of a scan from a labora-
tory.

ing points have no particular ordering. This is demon-
strated in �gure 5 where all the ordered points between

to have neighbouring pixel values on surface
, but the order of those corresponding neighbouring

points is not apparent and must be determined.

An approximation for the shape of the gap be-
tween the surfaces is done by collecting the neighbour
points and ordering them such that a polygonal sur-
face is de�ned common to both surfaces and .
This is done in the following manner: Determine the

Figure 4: Polygonal representation of the segments.
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3 Computing a proximity measure
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Figure 5: Neighbour points of with .

extrema points (black points in �gure 5) of the neigh-
bour points on that correspond to . Determine
the segment of the boundary on that contains all
the neighbour points. Extract from this segment the
corner points, since all that is required to de�ne the
segment are the extrema points and the corner points
within the segment. The gap is de�ned by joining this
segment with another segment from the boundary of

that contained the neighbour points that are within
the segment from , see �gure 5.

There does not exist one unique gap between the
surfaces, in fact at least 2 common gaps can be de�ned;
One with respect to the �rst surface connecting it to
another second surface and the reverse, one from the
second surface back to the �rst. This is demonstrated
in the gaps de�ned in �gure 6 (a) and (b) where �gure 6
(a) are the gaps de�ned with respect to surface and
�gure 6 (b) those with respect to surface . This will
result in 2 values of proximity as de�ned in section 3.

As well as these 2 possible cases multiple gaps
can be de�ned with respect to one surface towards the
other, as shown in �gure 6 (a) as the hatched polygons.
One gap is de�ned from the continuous set of points
starting at to and another from to .
This split is a result of the direction of the line de�ned
from to whose projection does not intersect
with the . In this situation one can sum up the
e�ect of these 2 gaps when computing the proximity
measure.

The objective is to de�ne a compatibility func-
tion among the surfaces that quanti�es the distance
between the boundaries of 2 surfaces. Our approach is
similar to the proximity approach used by Fan et al. [6]
for determining the proximity between the end points
of 2 lines. That approach compared the proximity be-

tween 2 lines by computing a ratio of the distance of
the gap between the 2 closest end points of the lines
to the sum of the lengths of the 2 lines. In this par-
ticular case the 3-D surfaces replace the lines and the
distance between the 2 closest end points is replaced
by a common polygon shaped gap. Instead of using a
linear distance as a measurement of the proximity it is
more appropriate to use the area of the surfaces and
of the gap. This results in the following measure of
proximity,

( ) =
+

(1)

where is the area of the gap between surfaces
and ., and and are the area of the surfaces

and . The closer the surfaces are to each other
the smaller the value of ( ).

Up to this point all computations where per-
formed utilizing the 2-D image representation of the
3-D sensory points. To get a proper estimate for the
proximity measure between the surfaces it is neces-
sary to compute the area of the 3-D surfaces. Note
that the approach could be used on 2-D surfaces by
simply computing the area of the 2-D polygon, in this
manner this approach can easily be applied to surfaces
in a 2-D image plane. The areas for the surfaces are
computed using an algorithm for computing the area
of a polygon. An estimate of the area of the gap is per-
formed by approximating it as a triangular mesh [11]
and summing the areas of the triangles in 3-D space.
This triangular mesh approximation is necessary be-
cause the shape of the gap can be an irregular shaped
surface and not planar. An example of this is shown in
�gure 7 (a) where the gap de�ned between surfaces
and has been triangulated in the 2-D image. The
result of this triangulation in 3-D is shown in �gure 7
(b).

Figure 7: Triangulated gap between and .
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Figure 6: Proximity gaps between surface and surface (a) and between surface and surface .

Pr. Pr. Pr.
1 6 0.23 9 12 0.23 13 10 0.09
1 9 0.04 10 17 0.03 13 5 0.01
4 17 0.12 10 9 0.03 14 8 0.31
4 5 0.39 10 12 0.15 14 11 3.47
5 4 0.24 10 15 0.52 15 18 0.85
5 17 0.23 10 5 0.03 15 10 0.55
5 10 0.05 10 13 0.10 15 12 1.46
6 12 11.3 11 14 2.29 16 11 1.10
6 9 0.00 11 8 13.5 16 17 0.01
6 1 0.27 11 16 6.5 17 16 0.00
8 11 13.4 12 15 1.51 17 10 0.01
8 14 0.30 12 10 0.51 17 13 0.05
9 1 0.02 12 9 0.60 18 15 0.86
9 6 0.17 12 6 3.44 18 17 0.48
9 12 0.00 13 17 0.03 18 10 0.48

Table 1: Proximity measures among adjacent surfaces.

Table 1 presents calculated proximity values
among the adjacent surfaces. Not all the surfaces have
been included in the calculations, a number of surfaces
below a certain area were eliminated at the beginning
of the process. In particular surfaces , and
were all considered too small in size to process. Note,
a small value for proximity implies that the surfaces
are closer.

Adjacent surfaces will not have proximity values
of 0 for several reasons. First, the process of de�ning
a surface boundary results in the creation of a small
gap between the surfaces. Even if the surfaces were
originally connected there will always be a small gap
created from the boundary extraction process. Sec-

ondly, irregular boundary shapes can result in gaps
that extend beyond the length of the edges originally
shared between the adjacent surfaces. For example,
surfaces and in �gure 1 (a) share a common
edge. Small gaps will be detected at the top and bot-
tom of the common edge due to the irregular shape
of this edge. Thirdly, the common edge between the
surfaces may be a jump edge, so the size of the gap can
be rather large in depth. This is the situation depicted
between the surfaces and where they appear as
joined surfaces in the image but are at di�erent dis-
tances from the sensor.

At most 2 proximity measures may exist between
adjacent surfaces and should be nearly of the same
value. Table 1 (b) should be interpreted as the prox-
imity measure between and relative to , there-
fore another may exist between and relative to

. In some circumstances only one proximity mea-
sure will be available. This may occur when the poly-
gon that de�nes the gap between the surfaces has self-
intersecting edges. A unique algorithm was developed
to automatically try to correct for this but will even-
tually fail if too many self-intersections are discovered.
Self-intersection may seem theoretically impossible but
in practice can occur when the boundaries are very
close to each other.

The proximity measure computes one value to be
used for determining if adjacent surfaces can be consid-
ered proximal to each other. The problem still exists
of how one would choose a reasonable threshold value
for proximity.

Equation 1 is a ratio of surface areas, those of the
area of the gap to the sum of the areas of the adja-
cent surfaces. It is important to keep in mind that
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the gap is an approximation of a 3-D surface de�ned
by propagating a surface's boundary, in a 2-D image,
until it collides with another surface. Reasonable prox-
imity values have more to do with the psychology of
perceptual grouping and do not follow any hard rules.
In general it appears that surfaces separated by gaps
that are about the same size as themselves do not give
the appearance of being proximal. If the 2 surfaces
are about the same size then this results in a thresh-
old value of 0.5, so that any ratio above 0.5 can be
considered as non-proximal surfaces.

Instead of using the above threshold rule as a crisp
value it is also possible to map the proximity values
to a fuzzy set by using a declining S-curve [4]. This
type of mapping was used by Liscano et al. [10] in the
design of a Bayesian Network for the grouping of 3-D
surfaces. The use of a Bayesian Network allowed the
proximity value to be propagated and combined with
other measures of evidence without having to make a
decision on proximity at an early stage of the grouping
operation.

This article presented an approach for computing
a proximity compatibility function between 2 surfaces
in 3-D space based on a ratio of the area of a common
gap between the surfaces to the sum of the area of
the surfaces. The approach taken was to determine
adjacency between fragmented surfaces and compute
a measure of proximity between 2 adjacent surfaces by
computing a common gap between their boundaries.
The di�culty is in estimating the shape of the gap
between the 2 surfaces. The presented methodology
computes this shape using the image plane acquired
from a sensor view, thus reducing the complexity of
the problem down to 2-D image analysis instead of 3-
D geometrical analysis. After the shape of the gap
is determined the actual surface areas are estimated
in 3-D space and the gap is triangulated so that an
estimate of its surface area can be performed.

The proximity measure was applied to 3-D sen-
sory data acquired from an indoor environment that
was segmented into planar surfaces. The approach
could be applied to any other type of ordered 3-D sen-
sory points, but it is better suited for data that con-
tains fragmented surfaces. If the sensory data is dense
(with relatively small gaps), then surface adjacency is
easily determined and it is simpler to extend the sur-
faces until they join. The surfaces do not necessarily
have to be planar, because the algorithm operates on
the surface's boundary in the 2-D image plane and not
on the actual 3-D surface.


