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1 Introduction
A large number of software product metrics

1
 have been proposed in software engineering .  Product

metrics quantitatively characterize some aspect of the structure of a software product, such as a
requirements specification, a design, or source code.  They are also commonly collectively known as
complexity metrics.

While many of these metrics are based on good ideas about what is important to measure in software to
capture its complexity, it is still necessary to systematically validate them.  Recent software engineering
literature has reflected a concern for the quality of methods to validate software product metrics (e.g., see
[38][80][106]). This concern is driven, at least partially, by a recognition that: (i) common practices for the
validation of software engineering metrics are not acceptable on scientific grounds, and (ii) valid
measures are essential for effective software project management and sound empirical research. For
example, in a recent paper [80], the authors write: "Unless the software measurement community can
agree on a valid, consistent, and comprehensive theory of measurement validation, we have no scientific
basis for the discipline of software measurement, a situation potentially disasterous for both practice and
research." Therefore, to have confidence in the utility of the many metrics that are proposed from
research labs, it is crucial that they are validated.

The validation of software product metrics means convincingly demonstrating that:

1. The product metric measures what it purports to measure.  For example, that a coupling metric is
really measuring coupling.

2. The product metric is associated with some important external metric (such as measures of
maintainability or reliability).

3. The product metric is an improvement over existing product metrics.  An improvement can mean,
for example, that it is easier to collect the metric or that it is a better predictor of faults.

There are two types of validation that are recognized [37]: internal and external.  Internal validation is a
theoretical exercise that ensures that the metric is a proper numerical characterization of the property it
claims to measure.  Demonstrating that a metric measures what it purports to measure is a form of
theoretical validation.  Typically, one defines the properties of the attribute that is to be measured, for
example, the properties of module coupling.  Then one demonstrates analytically that the product metric
satisfies these properties.  External validation involves empirically demonstrating points (2) and (3) above.
Internal and external validation are also commonly referred to as theoretical and empirical validation
respectively [80].

The true value of product metrics comes from their association with measures of important external
attributes [64].  An external attribute is measured with respect to how the product relates to its
                                                       

1
 Some authors distinguish between the terms ‘metric’ and ‘measure’ [3].  We use the term “metric” here to be consistent with

prevailing international standards.  Specifically, ISO/IEC 9126:1991 [63] defines a “software quality metric” as a “quantitative scale
and method which can be used to determine the value a feature takes for a specific software product”.
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environment [39].  Examples of external attributes are testability, reliability and maintainability.
Practitioners, whether they are developers, managers, or quality assurance personnel, are really
concerned with the external attributes.  However, they cannot measure many of the external attributes
directly until quite late in a project’s or even a product’s life cycle.  Therefore, they can use product
metrics as leading indicators of the external attributes that are important to them.  For instance, if we
know that a certain coupling metric is a good leading indicator of maintainability as measured in terms of
the effort to make a corrective change, then we can minimize coupling during design because we know
that in doing so we are also increasing maintainability.

Given that there are many product metrics in existence today, it is necessary for a new product metric to
demonstrate an improvement over existing metrics.  For example, a new coupling metric may be a better
predictor of maintainability than existing coupling metrics.  Then it can be claimed to be useful.  If its
predictive power is the same as an existing metric but it is much easier to collect than existing metrics, or
can be collected much earlier in the life cycle, then it is also an improvement over existing metrics.

Both types of validation are necessary.  Theoretical validation requires that the software engineering
community reach a consensus on what are the properties for common software product attributes.  This
consensus typically evolves over many years.  Empirical validation is also time-consuming since many
studies need to be performed to accumulate convincing evidence that a metric is valid.  Strictly speaking,
in a Popperian sense, we can only fail to empirically invalidate a metric [80].  Therefore, if many studies
fail to invalidate a metric we have accumulating evidence that it has empirical validity.  Furthermore,
empirical validity is not a binary trait, but rather a degree.  As the weight of evidence increases so does
confidence, and increasing confidence means that the software engineering community is reaching a
consensus; but validity can never be proven per se.

The above discussion highlights another important point.  The validity of a product metric, whether
theoretical or empirical, is not a purely objective exercise.  The software engineering community must
reach common acceptance of the properties of software product attributes.  Furthermore, the conduct of
empirical studies requires many judgement calls.  However, by having rigorous standards one would
expect objectivity to be high and results to be repeatable.

This chapter will present a comprehensive methodology for validating software product metrics.  Our
focus will be limited to empirical validation.  We will assume that theoretical validation has already been
performed, and therefore will not be addressed here.

2 Terminology
We will use the generic term component to refer to the unit of observation in a metrics validation study.
This may mean a procedure, a file, a package, a class, or a method, to name a few examples.  The
methodology is applicable irrespective of the exact definition of a component.

When performing data analysis, it is typical to refer to the software product metrics as independent
variables, and the measure of the external attribute as the dependent variable.  Any of these variables
may be binary or continuous.  A binary variable has only two values.  For example, whether a component
is faulty or is not faulty.  A continuous variable has many values (i.e., it is not limited to two).

We will refer to the individual or team performing the validation of a metric by the generic term analyst.
The analyst may be a researcher or a practitioner, in academe or industry.

Metrics can be either static or dynamic.  Static metrics can be collected from a static analysis of a
software artifact, for example, a static analysis of source code. Dynamic metrics require execution of the
software application in order to collect the metric values, which also makes them difficult to collect at early
stages of the design.  Also, the unit of measurement of a metric can vary.  For example, in procedural
applications a unit can be a module, a file, or a procedure.  A procedure-level metric may be, say,
cyclomatic complexity.  If a file contains many procedures, then cyclomatic complexity can be defined as
the median of the cyclomatic complexity of the procedures in the file, or even their total.  Furthermore,
metrics can be defined at the whole system level.  For object-oriented software, metrics can be defined at
the method-level, class-level, or the system level.
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It is also important to clarify the terminology for counting faults. We will use the terms in the IEEE
Standard Glossary [62].  A mistake is a human action that produces an incorrect result.  The
manifestation of a mistake is a software fault, which is an incorrect step, process, or data definition.  A
fault can result in a failure, which is an incorrect result.  For instance, during testing the software may
exhibit a failure if it produces an incorrect result compared to the specification.

3 The Utility of Validated Product Metrics
Ideally, once the research community has demonstrated that a metric or set of metrics is empirically valid
in a number of different contexts and systems, organizations can take these metrics and use them.  In
practice, many organizations will adopt a set of metrics before adequate theoretical validation and before
the convincing evidence has been accumulated.  On the one hand this is typical behavior in software
engineering, but on the other hand such early adopters are necessary if we ever hope to perform
reasonable empirical validations.

Software organizations can use validated product metrics in at least three ways: to identify high risk
software components early, to construct design and programming guidelines, and to make system level
predictions.  These are described further below.

3.1 Identifying Risky Components

The definition of a high-risk component varies depending on the context. For example, a high risk
component is one that contains any faults found during testing [11][82], one that contains any faults found
during operation [75], or one that is costly to correct after a fault has been found [1][5][12].

Recent evidence suggests that most faults are found in only a few of a system’s components
[41][67][91][95].  If these few components can be identified early, then an organization can take mitigating
actions, such as focus fault detection activities on high-risk components, for example by optimally
allocating testing resources [52], or redesigning components that are likely to cause field failures or be
costly to maintain.

Predicting whether a component is high risk or not is achieved through a quality model.  A quality model
is a quantitative model that can be used to:

• Predict which components will be high risk. For example, some quality models make binary
predictions as to whether a component is faulty or not-faulty [11][30][31][35][75][82].

• Rank components by their risk-proneness (in whatever way risk is defined). For instance, there
have been studies that predict the number of faults in individual components (e.g., [72]), and that
produce point estimates of maintenance effort (e.g., [66][84]).  These estimates can be used for
ranking the components.

An overview of a quality model is shown in Figure 1.  A quality model is developed using a statistical or
machine learning modeling technique, or a combination of techniques.  This is done using historical data.
Once constructed, such a model takes as input the values on a set of metrics for a particular component

( kMM K1 ), and produces a prediction of the risk (say either high or low risk) for that component.

A number of organizations have integrated quality models and modeling techniques into their overall
quality decision making process.  For example, Lyu et al. [87] report on a prototype system to support
developers with software quality models, and the EMERALD system is reportedly routinely used for risk
assessment at Nortel [60][61].  Ebert and Liedtke describe the application of quality models to control the
quality of switching software at Alcatel [27].
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Figure 1: Definition of a quality model.

3.2 Design and Programming Guidelines

An appealing operational approach for constructing design and programming guidelines using software
product metrics is to make an analogy with conventional statistical quality control: identify the range of
values that are acceptable or unacceptable, and take action for the components with unacceptable values
[79].  This means identifying thresholds on the software product metrics that delineate between
‘acceptable’ and ‘unacceptable’.  In summarizing their experiences using software product measures,
Szentes and Gras [115] state “the complexity measures of modules may serve as a useful ‘early warning’
system against poorly written programs and program designs. .... Software complexity metrics can be
used to pinpoint badly written program code or program designs when the values exceed predefined
maxima or minima.”  They then argue that such thresholds can be defined subjectively based on
experience.  In addition to being useful during development, Coallier et al. [22] present a number of
thresholds for procedural measures that Bell Canada uses for risk assessment during the acquisition of
software products.  The authors note that their thresholds identify 2 to 3 percent of all the procedures and
classes for manual examination.  Instead of experiential thresholds, some authors suggest the use of
percentiles for this purpose.  For example, Lewis and Henry [83] describe a system that uses percentiles
on procedural measures to identify potentially problematic procedures.  Kitchenham and Linkman [79]
suggest using the 75

th
 percentile as a cut-off value.  More sophisticated approaches include identifying

multiple thresholds simultaneously, such as in [1][5].

In an object-oriented context, thresholds have been similarly defined by Lorenz and Kidd as [86] “heuristic
values used to set ranges of desirable and undesirable metric values for measured software.” Henderson-
Sellers [54] emphasizes the practical utility of object-oriented metric thresholds by stating that “An alarm
would occur whenever the value of a specific internal metric exceeded some predetermined threshold.”
Lorenz and Kidd [86] present a number of thresholds for object-oriented metrics based on their
experiences with Smalltalk and C++ projects. Similarly, Rosenberg et al. [102] have developed thresholds
for a number of popular object-oriented metrics that are used for quality management at NASA GSFC.
French [42] describes a technique for deriving thresholds, and applies it to metrics collected from Ada95
and C++ programs. Chidamber et al. [21] state that the premise behind managerial use of object-oriented
metrics is that extreme (outlying) values signal the presence of high complexity that may require
management action. They then define a lower bound for thresholds at the 80

th
 percentile (i.e., at most

20% of the observations are considered to be above the threshold). The authors note that this is
consistent with the common Pareto (80/20) heuristic.

3.3 Making System Level Predictions

Typically, software product metrics are collected on individual components for a single system.
Predictions on individual components can then be aggregated to give overall system level predictions.
For example, in two recent studies using object-oriented metrics, the authors predicted the proportion of
faulty classes in a whole system [31][46].  This is an example of using predictions of fault-proneness for
each class to draw conclusions about the overall quality of a system.  One can also build prediction
models of the total number of faults and fault density [36].  Similarly, another study used object-oriented
metrics to predict the effort to develop each class, and these were then aggregated to produce an overall
estimate of the whole system’s development cost [16].



- 5-

4 A Metrics Validation Methodology
The methodology that is described here is based on actual experiences, within software engineering and
other disciplines where validation of measures is a common endeavor. The presentation below is
intended to practical, in that we explain how to perform a validation and what are the issues that arise that
must be dealt with.  We provide guidance on the most appropriate ways to address common difficulties.
In many instances we present a number of reasonable methodological options, discuss their advantages
and disadvantages, and conclude by making a recommendation.

We will assume that the data analysis technique will be statistical, and will be a form of regression, e.g.,
logistic regression, or ordinary least squares regression.  Many of the issues that are raised are
applicable to other analysis techniques, in particular, machine learning techniques such as classification
and regression trees; but not all.  We focus on statistical techniques.

4.1 Overview of Methodology

The complete validation methodology is summarized below, with references to the relevant sections
where each step is discussed.  As can be seen, we have divided the methodology into three phases,
planning, modeling, and post modeling. While the methodology is presented as a sequence of steps, in
reality it is rarely a sequence of steps, and there is frequent iteration. We also assume that the analyst
has a set of product metrics that need to be validated, rather than only one.  If the analyst wishes to
validate only one metric then the section below on variable selection would not be applicable.

Planning

Measurement of Dependent Variable Section 4.3

Selection of Data Analysis Technique Section 4.4

Model Specification Section 4.5

Specifying Train and Test Data Sets Section 4.6

Statistical Modeling

Model Building Section 4.7

Evaluating the Validity of a Product Metric Section 4.8

Variable Selection Section 4.9

Building and Evaluating a Prediction Model Section 4.10

Making System Level Predictions Section 4.11

Post Modeling

Interpreting Results Section 4.12

Reporting the Results of a Validation Study Section 4.13

4.2 Theoretical Justification

The reason why software product metrics can be potentially useful for identifying high risk components,
developing design and programming guidelines, and making system level predictions is exemplified by
the following justification for a product metric validity study “There is a clear intuitive basis for believing
that complex programs have more faults in them than simple programs” [94]. In general, however, there
has not been a strong theoretical basis driving the development of traditional software product metrics.
Specifically, Kearney et al. [68] state that “One of the reasons that the development of software
complexity measures is so difficult is that programming behaviors are poorly understood. A behavior must
be understood before what makes it difficult can be determined. To clearly state what is to be measured,
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we need a theory of programming that includes models of the program, the programmer, the
programming environment, and the programming task.”

A theory is frequently stated at an abstract level, relating internal product attributes with external
attributes.  In addition, a theory should specify the mechanism which explains why such relationships
should exist.  To operationalize a theory and test it empirically the abstract attributes have to be
converted to actual metrics.  For example, consider Parnas' theory about design [96] which states that
high cohesion within modules and low coupling across modules are desirable design attributes, in that a
software system designed accordingly is easier to understand, modify, and maintain.  In this case, it is
necessary to operationally define coupling, understandability, modifiability, and maintainability into actual
metrics in order to test the theory.

Recently, an initial theoretical basis for developing quantitative models relating product metrics and
external quality metrics has been provided in [15], and is summarized in Figure 2.  There, it is
hypothesized that the internal attributes of a software component (i.e., structural properties), such as its
coupling, have an impact on its cognitive complexity.  Cognitive complexity is defined as the mental
burden of the individuals who have to deal with the component, for example, the developers, testers,
inspectors, and maintainers.  High cognitive complexity leads to a component exhibiting undesirable
external qualities, such as increased fault-proneness and reduced maintainability.  Further detailed
elaboration of this model has been recently made [32].

Internal
Attributes

(e.g., coupling)

Cognitive
Complexity

External Attributes
(e.g., fault-proneness,

maintainability)

affect

affect

indicate

Figure 2: Theoretical basis for the development of object oriented product metrics.

Hatton has extended this general theory to include a mechanism for thresholds. He argues that Miller [90]
shows that humans can cope with around 7 +/- 2 pieces of information (or chunks) at a time in short-term
memory, independent of information content.  He then refers to [56], where they note that the contents of
long-term memory are in a coded form and the recovery codes may get scrambled under some
conditions. Short-term memory incorporates a rehearsal buffer that continuously refreshes itself. He
suggests that anything that can fit into short-term memory is easier to understand. Pieces that are too
large or too complex overflow, involving use of the more error-prone recovery code mechanism used for
long-term storage.  In a subsequent article, Hatton [53] also extends this model to object-oriented
development. Based on this argument, one can hypothesize threshold effects for many contemporary
product metrics.  El Emam has elaborated on this mechanism for object-oriented metrics [32].

It must be recognized that the above cognitive theory suggests only one possible mechanism of what
would impact external metrics.  Other mechanisms can play an important role as well.  For example,
some studies showed that software engineers experiencing high levels of mental and physical stress tend
to produce more faults [43][44].  Mental stress may be induced by reducing schedules and changes in
requirements.  Physical stress may be a temporary illness, such as a cold.  Therefore, cognitive
complexity due to structural properties, as measured by product metrics, can never be the reason for all
faults.  However, it is not known whether the influence of software product metrics dominates other
effects.  The only thing that can reasonably be stated is that the empirical relationships between software
product metrics and external metrics are not very likely to be strong because there are other effects that
are not accounted for, but as has been demonstrated in a number of studies, they can still be useful in
practice.

4.3 Measurement of Dependent Variables

Dependent variables in product metric validation studies are either continuous or binary.
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In software product metric validation continuous variables are frequently counts. A count is characterized
by being a non-negative integer, and hence is a discrete variable. It can be, for example, the number of
faults found in the component or the effort to develop the component

2
. One can conceivably construct a

variable such as fault density (number of faults divided by size), which is neither of the above.  However,
in such cases it is more appropriate to have size as an independent variable in a validation model and
have the number of defects as the dependent variable.

3

Binary variables are typically not naturally binary.  For example, it is common for the analyst to designate
components that have no faults as not-faulty and those that have a fault as faulty.  This results in a binary
variable.  Another approach that is used is to dichotomize a continuous dependent variable around the
median [29], or even on the third quartile [74].

4.3.1 Dichotomizing Continuous Variables

In principle, dichotomizing a continuous variable results in the loss of information in that the continuous
variable is demoted to a binary one.  Conceivably, then, validation studies using such a dichotomization
are weaker, although it has not been demonstrated in a validation context how much weaker (it is
plausible that in almost all situations the same conclusions will be drawn).

Generally, it is recommended that when the dependent variable is naturally continuous, that it remains as
such and not be dichotomized.  This will alleviate any lingering doubts that perhaps the results would
have been different had no dichotomization been performed.  The only reasonable exception in favor of
using binary variables is related to the reliability of data collection for the system being studied.  We will
illustrate this through a scenario.

Component Fault
Problem
Report

Failure
1

n

n 1

n n

Figure 3: ER model showing a possible relationship between failures and components. The acronym PR
stands for Problem Report.

In many organizations whenever a failure is observed (through testing or from a customer) a Problem
Report (PR) is opened.  It is useful to distinguish between a failure and a failure instance.  Consider
Figure 3.  This shows that each failure instance may be associated with only a single PR, but that a PR
can be associated with multiple failure instances.  Multiple failure instances may be the same failure, but
detected by multiple users, and hence they would all be matched to a single PR.  A fault occurs in a
single component, and each component may have multiple faults.  A PR can be associated with multiple
faults, possibly in the same component or across multiple components.

Counting inaccuracies may occur when a PR is associated with multiple faults in the same component.
For example, say because of schedule pressures, the developers fix all faults due to the same PR at the
same time in one delta.  Therefore, when data is extracted from a version control system it appears as
one fault.  Furthermore, it is not uncommon for developers to fix multiple faults due to multiple PRs in the
same delta.  In such a case it is not known how many faults were actually fixed since each PR may have
been associated to multiple faults itself.

The above scenarios illustrate that, unless the data collection system is fine grained and followed
systematically, one can reliably say that there was at least one fault, but not the exact number of faults
that were fixed per component.  This makes an argument for using a binary variable such as faulty/not-
faulty.

                                                       

2
 Although effort in principle is not a discrete count, in practice it is measured as such.  For example, one can measure effort at the

granularity of minutes or hours.

3
 Fault density may be appropriate as a descriptive statistic, however.
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4.3.2 Surrogate Measures

Some studies use surrogate measures.  Good examples are a series of studies that used code churn as
a surrogate measure of maintenance effort [55][84][85]. Code churn is the number of lines added,
deleted, and modified in the source code to make a change.  It is not clear whether code churn is a good
measure of maintenance effort. Some difficult changes that consume a large amount of effort to make
may result in very few changes in terms of LOC.  For example, when performing corrective maintenance
one may consume a considerable amount of time attempting to isolate the cause of the defect, such as
when tracking down a stray pointer in a C program.  Alternatively, making the fix may consume a
considerable amount of effort, such as when dealing with rounding off errors in mathematical
computations (this may necessitate the use of different algorithms altogether which need to be
implemented).  Furthermore, some changes that add a large amount of code may require very little effort
(e.g., cloning error-checking functionality from another component, or deletion of unused code). One
study of this issue is presented in the appendix (Section 6).  The results suggest that using code churn as
a surrogate measure of maintenance effort is not strongly justifiable, and that it is better not to follow this
practice.

Therefore, in summary, the dependent variable ought not to be dichotomized unless there is a compelling
reason to do so.  Furthermore, analysts should be discouraged from using surrogate measures, such as
code churn, unless there is evidence that they are indeed good surrogates.

4.4 Selection of Data Analysis Technique

The selection of a data analysis technique is a direct consequence of the type of the dependent variable
that one is using.  In the discussion that follows we shall denote the dependent variable by y  and the

independent variables by ix .

4.4.1 A Binary Dependent Variable

If y  is binary, then one can construct a logistic regression (LR) model.  The form of a LR model is:
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where π  is the probability of a component being high-risk, and the ix ’s are the independent variables.

The β  parameters are estimated through the maximization of a log-likelihood [59].

4.4.2 A Continuous Dependent Variable That is Not a Count

As noted earlier, a continuous may or may not be a count variable.  If y  is not a count variable, then one

can use the traditional ordinary least squares (OLS) regression model
4
.  The OLS model takes the form:

∑+=
=

k

i
ii xy

1
0 ββ Eqn. 2

4.4.3 A Continuous Dependent Variable That is a Count

If y  is a (discrete) count variable, such as the number of faults or development effort, it may seem that a

straight forward approach is to also build an OLS model as in Eqn. 2.  This is not the case.

In principle, using an OLS model is problematic.  First, an OLS model can predict negative values for
faults or effort, and this is clearly meaningless.  For instance, this is illustrated in Figure 4, which shows
the relationship between the number of methods (NM) in a class and the number of post-release faults for
the Java system described in [46] as calculated using OLS regression.  As can seen, if this model is used

                                                       

4
 Of course the analyst should ensure that its assumptions are met.  But it would be a reasonable starting point.
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to predict the number of faults for a class with two methods the number of faults predicted will be
negative.

NM
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Figure 4: Relationship between the number of methods in a class and the number of faults.

Furthermore, such count variables are decidedly non-normal, violating one of the assumptions used in
deriving statistical tests for OLS regression.  Marked heteroscedasticity is also likely which can affect the
standard errors: they will be smaller than their true value, and therefore t-tests for the regression
coefficients will be inflated [45].  King [77] notes that these problems lead to coefficients that have the
wrong size and may even have the wrong sign.

Taking the logarithm of y  may alleviate some of these problems of the OLS model.  Since y  can have

zero values, one can add a small constant, typically 0.01 or 0.5: ( )cy +log  [77]. An alternative is to take

the square root of y  [65][77].  The square root transformation, however, would result in an awkward

model to interpret.  With these transformations it is still possible to obtain negative predictions.  This
creates particular problems when the square root transformation is used.  For example, Figure 5 shows
the relationship between NM and the square root of faults for the same system.  In a prediction context,
this OLS model can predict negative square root number of faults for very small classes.
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Figure 5: Relationship between the number of methods and the square root of faults.
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Also, in many cases the resulting distribution still has its mode
5
 at or near the minimal value after such

transformations.  For example, Figure 6 shows the original fault counts found during acceptance testing
for one large system described in [35].

6
  As can be seen, the mode is still at the minimal value even after

the logarithmic or square root transformation.  Another difficulty with such transformations occurs when

making system level predictions.  The Jensen inequality (see [112]) states for a convex function )(yg

that ( )( ) ( )( )yEgygE ≥ .  Given that the estimates from OLS are expected values conditional on the x

values, for the above transformations the estimates produced from the OLS regression will be
systematically biased.

In addition, when y  is a count of faults, an OLS model makes the unrealistic assumption that the

difference between no faults and one fault is the same as the difference between say 10 faults and 11
faults. In practice, one would reasonably expect a number of different effects:

• The probability of a fault increases as more faults are found. This would mean that there is an
intrinsic problem with the design and implementation of a component and therefore the incidence
of a fault is an indicator that there are likely to be more faults.  Furthermore, one can argue that
as more fixes are applied to a component, new faults are introduced by the fixes and therefore
the probability of finding a subsequent fault increases.  Evidence of this was presented in a recent
study [9] whereby it was observed that components with more faults pre-release also tend to
have more faults post-release, leading to the conclusion that the number of faults already found is
positively related of the number of faults to be found in the future.  This is termed positive
contagion.

• The probability of a fault decreases as more faults are found.  This would be based on the
argument that there are a fixed number of faults in a component and finding a fault means that
there are fewer faults left to find and these are likely to be the more difficult ones to detect. This is
termed negative contagion.

                                                       

5
 The mode is the most frequent category [121].

6
 In the study described in [35] only a subset of the data was used for analysis.  The histograms shown in Figure 6 are based on

the complete data set consisting of 11012 components.
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Figure 6: The effect of different transformations of the number of faults dependent variable.  The x-axis
shows the value of faults or transformed faults, and the y-axis shows the frequency.

A more principled approach is to treat the y  variable as coming from a Poisson distribution, and perform

a Poisson regression (PR) [123].  For example, Evanco presents a Poisson model to predict the number
of faults in Ada programs [36], and Briand and Wuest use Poisson models to predict development effort
for object-oriented applications [16].

One can argue that when the y  values are almost all large the Poisson distribution becomes

approximately normal, suggesting that if the Poisson distribution is appropriate for modeling the count
variable, then OLS regression will do fine.  King [77] defined large as being almost every observation
having a count greater than 30.  This is unlikely to be true for fault counts, and for effort Briand and Wuest
[16] have made the explicit point that large effort values are rare.

A Poisson distribution assumes that the variance is equal to the mean – equidispersion.  At least for
object-oriented metrics and development effort, a recent study has found overdispersion [16] – the
variance is larger than the mean.  Parameter estimates when there is overdispersion are known to be
inefficient and the standard errors are biased downwards [19].  Furthermore, the Poisson distribution is
non-contagious, and therefore would not be an appropriate model, a priori, for fault counts.

The negative binomial distribution allows for overdispersion, hence the conditional variance can be larger
than the conditional mean in a negative binomial regression (NBR) model.  Furthermore, NBR can model
positive contagion.  An important question is whether dependent variables better fit a negative binomial
distribution or a Poisson distribution.  To answer this question we used the number of faults data for all
11012 components in the procedural system described in [35], and the 250 classes for the object-oriented
system described in [46].  Using the actual data set, maximum likelihood estimates were derived for a
Poisson and a negative binomial distribution, and then these were used as starting values in a
Levenberg-Marquardt optimization algorithm [100] to find the distribution parameters that best fit the data,
optimizing on a chi-square goodness-of-fit test. The actual data sets were then compared to these optimal
distributions using a chi-square test.  In both cases the results indicate that the negative binomial
distribution is a better fit to the fault counts than the Poisson distribution.  Therefore, at least based on this
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initial evaluation, one may conclude that NBR models would be more appropriate than Poisson
regression models for fault counts.

Type of
Dependent

Variable

Binary Continuous

Logistic
Regression

Count
Variable

Yes No

Dependent
Measure

OLS
Regression

Faults Effort

NB Regression
or

GEC

Truncated at Zero
NB Regression

Figure 7: Decision tree for selecting an analysis method. The non-terminal nodes are conditions.  Each
arc is labeled with the particular value for the condition.  Terminal nodes are the recommended analysis

technique(s).

NBR would still have deficiencies for modeling faults since it does not allow for the possibility of negative
contagion.  A general event count (GEC) model that accommodates both types of contagion has been
presented in [78].  Until there is a clearer understanding of how the incidence of a fault affects the
incidence of another fault, one should use both modeling approaches and compare results: the NBR and
the GEC.

In the case of development effort data, it is meaningless to have an effort value of zero.  However the
NBR model assumes that zero counts exist.  To alleviate this, truncated-at-zero NBR is the most
appropriate modeling technique [123].  This assumes that counts start from one.

Two simulation studies provide further guidance about the appropriate modeling techniques to use. One
simulation using a logarithmic transformation of a count y  and OLS regression found that this produced

biased coefficient estimates, even for large samples [77].  It was also noted that the estimates were not
consistent, and that the Poisson regression model generally performed better.  Another Monte Carlo
simulation [114] found that the Type I error rates

7
 of the PR model were disturbingly large; the OLS

                                                       

7
 This is the probability of incorrectly rejecting the null hypothesis.
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regression model with and without a square root transformation yielded Type I error rates almost equal to
what would be expected by chance; and that the negative binomial model also had error rates equal to
the nominal level.  Even though the second simulation seems encouraging for OLS regression models,
they would still not be advisable because of their inability to provide unbiased system level predictions
and due to the possibility of giving negative predictions.  The PR model is not recommended based on
the arguments cited above as well as the inflated Type I error rate.  It would therefore be reasonable to
use at least the NBR model for validating product metrics when the y  variable is a fault count, and ideally

the community should investigate the utility of the additional modeling of negative contagion through the
GEC.

The above exposition has attempted to provide clear guidance and justifications for the appropriate
models to use, in principle.  We have summarized these guidelines in the decision tree of Figure 7.
Admittedly, if one were to look at the software product metrics validation literature today, one would see a
predominant use of OLS regression and LR.

4.5 Model Specification

When using a statistical technique it is necessary to specify the model a priori (this is not the case for
many machine learning techniques).  Model specification involves making five decisions on:

• Whether to use principal components.

• The functional form of the relationship between the product metrics and the dependent variable.

• Modeling interactions.

• Which confounding variables to include.

• Examination of thresholds.

4.5.1 The Use of Principal Components

Principal components analysis (PCA) [76] is a data reduction technique that can be used to reduce the

number of product metrics.  Therefore, if one has k  product metrics, PCA will group them into z

orthogonal dimensions such that kz <  where all the metrics within each dimension are highly correlated

amongst themselves but have relatively small correlations with metrics in a different dimension.  The logic
is that each dimension represents a single underlying construct that is responsible for the observed
correlations [93].

Once the dimensions are identified, there are typically two ways to produce a single metric for each
dimension.  The first is to sum the metrics within each dimension.  The second is to use a weighted sum.
The latter are often referred to as “domain metrics” [73].  Instead of using the actual metrics during
validation, one can then use the domain metrics, as was done, for example, in [73][82].  The advantage of
this approach is that it practically eliminates the problem of collinearity (discussed below).

Domain metrics have some nontrivial disadvantages as well.  First, some studies report that there is no
difference in the accuracy of a model using domain metrics versus the original metrics [82].  Another
study [69] concluded that principal components are unstable across different products in different
organizations.  This suggests that the definition of a domain metric will be different across studies, making
the accumulation of knowledge about product metrics rather tenuous.  Furthermore, as noted in [40], such
domain metrics are difficult to interpret and act upon by practitioners.

In general, the use of principal components or domain metrics as variables in models is not advised.  In
addition to the above disadvantages, there are other ways of dealing with multicollinearity, therefore there
is no compelling reason for using domain metrics.

4.5.2 Specifying the Functional Form

It is common practice in software engineering validation studies to assume a linear relationship between
the product metrics and the dependent variable.  However, this is not always the best approach.  Most
product metrics are counts, and they tend to have a skewed distribution, which can be characterized as
lognormal (or more appropriately negative binomial since the counts are discrete).  This presents a
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problem in practice in that many analysis techniques assume a normal distribution, and therefore just
using the product metric as it is would be considered a violation of the assumptions of the modeling
technique.  To remedy this it is advisable to perform a transformation on the product metrics, typically a
logarithmic transformation will be adequate.  Since with product metrics there will be cases with values of

zero, it is common to take ( )5.0log +ix .  Taking the logarithm will also in many instances linearize the

relationship between the product metrics and the dependent variable.  For example, if one is building a

LR model with a metric M  and size S , then the model can be specified as:

( )SM
e

′+′+−+
=

2101

1
βββπ Eqn. 3

where ( )5.0log +=′ MM  and ( )5.0log +=′ SS .  In practice, it is advised that a pair of models with

transformed and untransformed variables are built, and then the results can be compared.  Alternatively,
a more principled approach is to check for the linearity assumption and to identify appropriate
transformations that can be followed, such as the alternating conditional expectation algorithm for OLS
regression which attempts to find appropriate transformations [10] (also see [120] for a description of how
to use this algorithm to decide on transformations), and partial residual plots for LR [81].

4.5.3 Specifying Interactions

It is not common in software engineering validation studies to consider interactions.  An interaction
specifies that the impact of one independent variable depends on the level of the other independent
variable.  To some extent this is justified since there is no strong theory predicting interaction effects.
However, it is also advisable to at least consider models with interactions and see if the interaction
variable is statistically significant.  If it is not then it is safe to assume that there are no interactions.  If it is,
then interactions must be included in the model specification.  When there are many product metrics to
consider the number of possible interactions can be very large.  In such cases, it is also possible to use a
machine learning technique to identify possible interactions, and then only include the interactions
identified by the machine learning technique.  A typical way for specifying interactions is to add a
multiplicative term:

( )SMSM
e

′′+′+′+−+
=

32101

1
ββββπ Eqn. 4

If the interaction coefficient, 3β , is statistically significant, then this indicates that there is an interaction

effect.

4.5.4 Including Confounding Variables in the Specification

It is also absolutely critical to include potential confounding variables as additional independent variables
when validating a product metric.  A confounding variable can distort the relationship between the product
metric and the dependent variable.  One can easily control for confounding variables by including them as
additional variables in the regression model.

A recent study [34] has demonstrated a confounding effect of class size on the validity of object-oriented
metrics.  This means that if one does not control the effect of class size when validating metrics, then the
results would be quite optimistic.  The reason for this is illustrated in Figure 8.  Size is correlated with
most product metrics (path (c)), and it is also a good predictor of most dependent variables (e.g., bigger
components are more likely to have a fault and more likely to take more effort to develop – path (b)).

For example, there is evidence that object-oriented product metrics are associated with size.  In [18] the
Spearman rho correlation coefficients go as high as 0.43 for associations between some coupling and
cohesion metrics with size, and 0.397 for inheritance metrics, and both are statistically significant (at an
alpha level of say 0.1).  Similar patterns emerge in the study reported in [15], where relatively large
correlations are shown.  In another study [20] the authors display the correlation matrix showing the
Spearman correlation between a set of object-oriented metrics that can be collected from Shlaer-Mellor
designs and C++ LOC.  The correlations range from 0.563 to 0.968, all statistically significant at an alpha
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level 0.05.  This also indicates very strong correlations with size. The relationship between size and faults
is clearly visible in the study of [20], where the Spearman correlation was found to be 0.759 and
statistically significant.  Another study of image analysis programs written in C++ found a Spearman
correlation of 0.53 between size in LOC and the number of faults found during testing [50], and was
statistically significant at an alpha level of 0.05.  Briand et al. [18] find statistically significant associations
between 6 different size metrics and fault-proneness for C++ programs, with a change in odds ratio going
as high as 4.952 for one of the size metrics.

Therefore, if an association is found between a particular metric and the dependent variable, this may be
due to the fact that higher values on that metric also mean higher size values.  Inclusion of size in the
regression model, as we did in Eqn. 3, is straight-forward.  This allows for a statistical; adjustment of the
effect of size.  It is common that validation studies do not control for size.  For object-oriented metrics,
validation studies that did not control for size include [8][15][18][51][116].  It is not possible to draw strong
conclusions from such studies.

Product
Metric

Dependent
Variable

Size

(a)

(b)

(c)

Figure 8: Illustration of counfounding effect of class size.

Therefore, in summary it is necessary to adjust for confounding variables.  While there are many potential
confounders, size at a minimum must be controlled since it is easy to collect in a metrics validation study.
Other confounding variables are discussed in Section 5.

4.5.5 Specifying Thresholds

Given the practical and theoretical implications of thresholds, it is also important to evaluate thresholds for
the product metrics being validated.  In the case of a LR model, a threshold can be defined as [119]:

( ) ( )( )ττβββπ −−++− ++
=

MIMS
e 2101

1 Eqn. 5

where:

( )
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=+
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00

zif

zif
zI

Eqn. 6

and τ  is the metric’s threshold value.  One can also specify the model with transformed variables.
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A recent study [33] has shown that there are no size thresholds for object-oriented systems. Therefore
size can be kept as a continuous variable in the model. However, this is not a foregone conclusion, and
further studies need to verify this for object-oriented and procedural systems.

The difference between the no threshold and threshold model is illustrated in Figure 9.  For the threshold
model the probability of a being high risk only starts to increase once the metric is greater than the
threshold value, τ .

Metric

π

threshold

Figure 9: Relationship between the metric M and the probability of being high risk for the threshold and
no threshold models.  This is the bivariate relationship assuming size is kept constant.

To estimate the threshold value, τ , one can maximize the log-likelihood for the model in Eqn. 5.  Ulm

[119] presents an algorithm for performing this maximization.

Once a threshold is estimated, it should be evaluated.  This is done by comparing the no-threshold model
with the threshold model.  Such a comparison is, as is typical, done using a likelihood ratio statistic (for
example see [59]).  The null hypothesis being tested is:

)1(

0 : MH ≤τ Eqn. 7

where 
)1(

M  is the smallest value for the measure M  in the data set. If this null hypothesis is not
rejected then it means that the threshold is equal to or below the minimal value. When the product metric
is a count, this is exactly like saying that the threshold model is the same as the no-threshold model.
Hence one can conclude that there is no threshold. The alternative hypothesis is:

)1(

1 : MH >τ Eqn. 8

which would indicate that a threshold effect exists. In principle, one can also specify models with
thresholds for multiple product metrics and using other regression techniques.

4.6 Specifying Train and Test Data Sets

Although the issue of train and test data sets becomes important during the construction and evaluation
of prediction models (see Section 4.10), it must be decided upon at the early stages of metrics validation.
It is known that if an analyst builds a prediction model on one data set and evaluates its prediction
accuracy on the same data set, then the accuracy will be artificially inflated.  This means that the
accuracy results obtained during the evaluation will not generalize when the model is used on subsequent
data sets, for example, a new system.  Therefore, the purpose of deciding on train and test sets is to
come up with a strategy that will allow the evaluation of accuracy in a generalizeable way.
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If the analyst has two data sets from subsequent releases of a particular system, then the earliest release
can be designated as the training data set, and the later release as the test data set.  If there are more
than two releases, then the analyst could evaluate the prediction model on multiple test sets.  Sometimes
data sets from multiple systems are available.  In such cases one of the data sets is designated as the
training data set (usually the one with the largest number of observations) and the remaining system data
sets as the test sets.

If the analyst has data on one system, then a common strategy that is used is to randomly split the data
set into a train and a test set.  For example, randomly select one third of the observations as the test set
and the remaining two thirds is your training set.  All model building is performed on the training data set.
Evaluation of accuracy is then performed by comparing the predicted values from the model to the actual
values in the test set.

Another approach is to use cross-validation.  There are two forms of cross-validation: leave-one-out and
k-fold cross-validation.  In leave-one-out cross-validation the analyst removes one observation from the

data set, builds a model with the remaining 1−n  observations, and evaluates how well the model

predicts the value of the observation that is removed.  This process is repeated each time removing a
different observation. Therefore, one builds and evaluates n  models.  With k-fold cross-validation the

analyst randomly splits the data set into k approximately equally sized groups of observations.  A model is
built using k-1 groups and its predictions evaluated on the last group.  This process is repeated each time
by removing a different group.  So for example if k is ten, then 10 models are constructed and validated.

Finally, a more recent approach that has been used is called bootstrapping [28].  A training set is
constructed by sampling with replacement. Each sample consists of n  observations from the data set,

where the data set has n  observations.  Some of the observations may therefore be duplicates.  The

remaining observations that were not sampled at all are the test set.  A model is built with the training set
and evaluated on the test set.  This whole process is repeated say 500 times, each time sampling with
replacement n  observations. Therefore one builds and evaluates 500 models.

In general, if one’s data set is large (say more than 200 observations), then one can construct a train and
test set through random splits.  If the data set is smaller than that, one set of recommendations for
selecting amongst these alternatives has been provided in [122]:

• For sample sizes greater than 100, use cross-validation, leave-one-out or 10-fold cross-
validation.

• For sample sizes less than 100, use leave-one cross validation

• For sample sizes that are less than 50 one can use either the bootstrap approach or the leave-
one-out approach.

There are alternative strategies that can be used, and these are discussed in [122].  However, at least in
the software product metrics, the above are the most commonly seen approaches.

4.7 Model Building

During the construction of models to validate metrics, it is necessary to pay attention to issues of model
stability and evaluating the goodness-of-fit of the model.

4.7.1 Model Building Strategy

A general strategy for model building consists of two stages.  The first is to develop a model with each
metric and the confounders.  This model will allow the analyst to determine which metrics are related to
the dependent variable (see Section 4.8).  Recall that building a model without confounders does not
provide useful information and therefore should be avoided.  In  the second stage a subset of the metrics
that are related with the dependent variable are selected to build a prediction model.  Variable selection is
discussed in 4.9 and evaluating the prediction model is discussed in 4.10.

Below we present some of the important issues that arise when building a model, in either of the above
stages.
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4.7.2 Diagnosing Collinearity

One of the requirements for properly interpreting regression models is that no one of the independent
variables are perfectly linearly correlated to one or more other independent variables. Perfect linear
correlation is referred to as perfect collinearity.  When there is perfect collinearity then the regression
surface is not even defined.  Perfect collinearity is rare, however, and therefore one talks about the
degree of collinearity.  Recall that confounders are associated with the product metric by definition, and
therefore one should not be surprised if strong collinearity exists.  The larger the collinearity, the greater
the standard errors of the coefficient estimates. One implication of this is that the conclusions drawn
about the relative impacts of the independent variables based on the regression coefficient estimates
from the sample are less stable.

A commonly used diagnostic to evaluate the extent of collinearity is the condition number [6][7].  If the
condition number is larger than a threshold, typically 30, then one can conclude that there exists severe
collinearity and remedial actions ought to be taken.  One possible remedy is to use ridge regression
techniques.  Ridge regression has been defined for OLS models [57][58], and extended for LR models
[104][105].

4.7.3 Influential Observations

Influence analysis is performed to identify influential observations (i.e., ones that have a large influence
on the regression model).  This can be achieved through deletion diagnostics.  For a data set with n
observations, estimated coefficients are recomputed n  times, each time deleting exactly one of the

observations from the model fitting process.  For OLS regression, a common diagnostic to detect

influential observations is Cook’s distance [24][25].  For logistic regression, one can use Pergibon’s β∆
diagnostic [97].

It should be noted that an outlier is not necessarily an influential observation [103]. Therefore, approaches
such as those described in [18] for identifying outliers in multivariate models will not necessarily identify
influential observations.  Specifically, they [18] use the Mahalanobis distance from the centroid, removing
each observation in turn before computing the centroid. This approach has some deficiencies. For
example, an observation may be further away from the other observations but may be right on the
regression surface.  Furthermore, influential observations may be clustered in groups.  For example, if
there are say two independent variables in our model and there are five out of the n  observations that

have exactly the same values on these two variables, then these 5 observations are a group.  Now,

assume that this group is multivariately different from all of the other 5−n  observations.  Which one of

these 5 would be considered an outlier ?  A leave-one-out approach may not even identify any one of
these observations as being different from the rest since in each run the remaining 4 observations will be
included in computing the centroid.  Such masking effects are demonstrated in [6].

The identification of outliers is useful, for example, when interpreting the results of logistic regression: the
estimate of the change in odds ratio depends on the sample standard deviation of the variable.  If the
standard deviation is inflated due to outliers then you will also get an inflated change in odds ratio.

When an influential observation or an outlier is detected, it would be prudent to inspect that observation to
find out why it is problematic rather than just discarding it.  It may be due to a data entry error, and fixing
that error results in retaining the observation.

4.7.4 Goodness of fit

Once the model is constructed it is useful to evaluate its goodness-of-fit.  Commonly used measures of
goodness-of-fit are R

2
 for OLS and pseudo-R

2
 measures of logistic regression.  While R

2
 has a straight-

forward interpretation in the context of OLS, for logistic regression this is far from the case. Pseudo-R
2

measures of logistic regression tend to be small in comparison to their OLS cousins.  Menard gives a
useful overview of the different pseudo-R

2
 coefficients that have been proposed [88], and recommends

the one described by Hosmer and Lemeshow [59].
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4.8 Evaluating the Validity of a Product Metric

The first step in validating a metric is to examine the relationship between the product metric and the
dependent variable after controlling for confounding effects.  The only reason for building models that do
not control for confounding effects is to see how big the confounding effect is.  In such a case one would
build a model without the confounding variable, and a model with the confounding variable, and see how
much the estimated parameter for the product metric changes.  However, models without confounder
control do not really tell us very much about the validity of the metric.

There are two aspects to the relationship between a product metric and the dependent variable: statistical
significance and the magnitude of the relationship.  Both are important, and both concern the estimated
parameters in the regression models.  Statistical significance tells us the probability of getting an
estimated parameter as large as the one actually obtained if the true parameter was zero.

8
  If this

probability is larger than say 0.05 or 0.1, then we can have confidence that it is larger than zero.  The
magnitude of the parameter tells us how much influence the product metric has on the dependent
variable.  The above two are not necessarily congruent.  It is possible to have a large parameter and no
statistical significance.  This is more likely to occur if the sample size is small.  It is also possible to have a
statistically significant parameter that is rather small.  This is more likely to occur with large samples.

Most parameters are interpretable by themselves.  However, sometimes it is also useful to compare the
parameters obtained by different metrics.  Direct comparison of regression parameters is incorrect
because the product metrics are typically measured on different units.  Therefore, they need to be

normalized.  In ordinary least squares regression one would use iii βσβ =′ , which measures the change

in the y  variable when there is a one standard deviation change in the ix  variable (the iσ  value is the

standard deviation of the ix  variable).  In logistic regression one would use the change in odds ratio

given by iie
σβ=∆Ψ , which is interpreted as the change in odds by increasing the value of ix  by one

standard deviation.  Such normalized measures are appropriate for comparing different parameters, and
finding out which product metric has the biggest influence on the dependent variable.

Since most software engineering studies are small sample studies, if a metric’s parameter is found to be
statistically significant, then it is considered to be “validated”.  Below we discuss the interpretation of
insignificant results (see Section 4.12).

4.9 Variable Selection

Now that we have number of validated metrics, we wish to determine whether we can build a useful
prediction model.  A useful prediction model should contain the minimal number of “best” validated
metrics; the best being interpreted as the metrics that have the biggest impact on the dependent variable.
For example, in the case of logistic regression, this will be the variable with the largest change in odds
ratio.  Finding the “best” metrics is typically not a simple determination since many product metrics are
strongly correlated with each other. For example, it has been postulated that for procedural software,
product metrics capture only five dimensions of program complexity [93]: control, volume (size), action,
effort, and modularity. If most of the “best” metrics are correlated with each other or are measuring the
same thing, a model incorporating the strongly correlated variables will not be stable due to high
collinearity.  Therefore, the metrics selected should also be orthogonal.

The first caution is that one ought not use automatic variable selection techniques to identify the “best”
variables.  There have been a number of studies that present compelling evidence that automatic
selection techniques tend to have a large tendency to select “noise” variables, especially when the set of
variables is highly correlated.  This means that the final model with the automatically selected variables
will not tell us which are the best metrics, and will likely be unstable in future data sets. For example, a
Monte Carlo simulation of forward selection indicated that in the presence of collinearity amongst the
independent variables, the proportion of ‘noise’ variables that are selected can reach as high as 74% [26].

                                                       

8
 In principle, other values than zero can be used.  However, in software engineering studies testing for the zero value is almost

universal.
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It is clear that, for instance, in recent object-oriented metrics validation studies many of the metrics were
correlated [15][18].  Harrell and Lee [48] note that when statistical significance is the sole criterion for
including a variable the number of variables selected is a function of the sample size, and therefore tends
to be unstable across studies.  Furthermore, some general guidelines on the number of variables to
consider in an automatic selection procedure for logistic regression are provided in [49].  Typically,
software engineering studies include many metrics whose number is larger than those guidelines [15][18].
Therefore, the variables selected through such a procedure should not be construed as the best product
metrics.  In fact, automatic selection should only be considered as an exploratory technique whose results
require further confirmation.  Their use is not necessary though as easy alternatives can be used from
which one can draw stronger conclusions.

If there are only a few metrics that have been found to be valid, then a simple correlation matrix would
identify which metrics are strongly associated with each other.  It is then easy to select a subset of metrics
that both have the strongest relationship with the dependent variable and that have a weak correlation to
each other.

If there are many validated metrics, one commonly used approach is to perform a principal components
analysis [76].  The use of PCA for variable selection is different from its use for defining domain metrics
discussed earlier (see Section 4.5.1). One can take the subset of metrics that are validated and perform a
principal components analysis with them.  The dimensions that are identified can then be used as the
basis for selecting metrics.  The analyst then selects one metric from each factor that is most strongly
associated with the dependent variable.

4.10 Building and Evaluating a Prediction Model

Now that variables have been selected, one can develop a prediction model, following the guidelines
above for model building.  The prediction model must also include all the confounding variables
considered earlier.  Evaluation of the accuracy of the prediction model must follow.  The approach for
evaluation will depend on whether the analyst has only one data set or a train and test data set.  These
options were discussed above.

An important consideration is what coefficient to use to characterize prediction accuracy.  A plethora of
coefficients have been used in the software engineering literature.  The coefficients differ depending on
whether the dependent variable is binary or continuous and whether the predictions are binary or
discrete.

4.10.1 Binary Dependent Variable and Binary Prediction

This situation occurs if the dependent variable is binary and the modeling technique that one is using
makes binary predictions.  For example, if one is using a classification tree algorithm, then the predictions
are binary.

A plethora of coefficients have been used in the literature for evaluating binary predictions, for example, a
chi-square test [1][5][82][108], sensitivity and specificity [1], proportion correct [1][82][107] (also called
correctness in [98][99]), type I and type II misclassifications [70][71], true positive rate [11][15][18], and
Kappa [15][18].  A recent comprehensive review of these measures [35] recommended that they should
not be used as evaluative measures because either: (i) the results they produce depend on the proportion
of high-risk components in the data set and therefore are not generalizeable except to other systems with
the same proportion of high-risk components, or (ii) can only provide consistently unambiguous results if
used in combination with other measures.

A commonly used notation for presenting the results of a binary accuracy evaluation is shown below (this
is known as a confusion matrix).
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Predicted Risk
Low High

Real Risk Low n11 n12 N1+

High n21 n22 N2+

N+1 N+2 N

A summary of all of the above measures is provided in Table 1 with reference to the notation in the above
confusion matrix.
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Measures of Binary Prediction Accuracy

Sensitivity and Specificity

The sensitivity of a classifier is defined as:
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This is the proportion of high risk components that have been correctly classified as high risk
components.  The specificity of a classifier is defined as:
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This is the proportion of low risk components that have been correctly classified as low risk components.

Proportion Correct

Proportion correct is defined as:
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Type I and Type II Misclassifications

The Type I misclassification rate is f−1 , and the Type II misclassification rate is s−1 .

True Positive Rate

This is defined as:
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Kappa

Kappa is commonly used as a measure of inter-rater agreement. It is defined as:
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The J Coefficient

This is defined as:

1−+= fsJ

Table 1: Measures of binary prediction accuracy.

El Emam et al. [35] recommend using Youdon’s J coefficient [124] since it is independent of the
proportion of high risk components in a particular data set and therefore is useful for producing
generalizeable conclusions.  Furthermore, it is a single number which can provide unambiguous results
on the relative prediction accuracy of a model.

The J  coefficient can vary from minus one to plus one, with plus one being perfect accuracy and –1
being the worst accuracy.  A guessing classifier (i.e., one that guesses High/Low risk with a probability of
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0.5) would have a J  value of 0.  Therefore, J  values greater than zero indicate that the classifier is

performing better than would be expected from a guessing classifier (i.e., by chance).  Youdon provides
estimates of the standard error of J, which can be used to construct confidence intervals.

4.10.2 Binary Dependent Variable and Continuous Prediction

This situation occurs most commonly when using a logistic regression model, which predicts the
probability of a high-risk component (i.e., a value between 0 and 1), but the actual dependent variable is
binary: high-risk/low-risk.  In order to compare the results of the logistic regression prediction to the actual
binary values, one needs to convert the continuous predicted probability to a binary value.  This can be
done by selecting a cutoff value on the predicted probability.

Previous studies have used a plethora of cutoff values to decide what is high risk or low risk, for example,
0.5 [4][15][17][92], 0.6 [15], 0.65 [15][18], 0.66 [14], 0.7 [18], and 0.75 [18]. In fact, and as noted by some
authors [92], the choice of cutoff value is arbitrary, and one can obtain different results by selecting
different cutoff values.

A general solution to the arbitrary thresholds problem mentioned above is Receiver Operating
Characteristic (ROC) curves [89].  One selects many cutoff points, from 0 to 1 in our case, and calculates
the sensitivity and specificity for each cutoff value, and plots sensitivity against 1-specificity as shown in
Figure 10.  Such a curve describes the compromises that can be made between sensitivity and specificity
as the cutoff value is changed.  The main advantages of expressing the accuracy of a prediction model
(or for that matter any diagnostic test) as an ROC curve are that it is independent of prevalence
(proportion of high risk classes), and therefore the conclusions drawn are general, and it is independent
of the cutoff value, and therefore no arbitrary decisions need be made as to where to cut off the predicted
probability to decide that a class is high risk [125].  Furthermore, using an ROC curve, one can easily
determine the optimal operating point, and hence obtain an optimal cutoff value for an LR model.

We can obtain a summary accuracy measure of a prediction logistic regression model from an ROC curve
by calculating the area under the curve using a trapezoidal rule [47].  The area under the ROC curve has
an intuitive interpretation [47][111]: it is the estimated probability that a randomly selected component that
is high-risk will be assigned a higher predicted probability by the logistic regression model than another
randomly selected component that is low-risk.   Therefore, an area under the curve of say 0.8 means that
a randomly selected high-risk component has an estimated probability larger than a randomly selected
low-risk component 80% of the time.

When a model cannot distinguish between high and low risk components, the area will be equal to 0.5
(the ROC curve will coincide with the diagonal).  When there is a perfect separation of the values of the
two groups, the area under the ROC curve equals 1 (the ROC curve will reach the upper left corner of the
plot).
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Figure 10: Hypothetical example of an ROC curve.

It is also possible to identify the optimal cutoff point on the ROC curve, which coincides with the leftmost
top value on the ROC curve, and then use the J coefficient.  The optimal cutoff point will allow the
predicted probabilities to be dichotomized into a high and low risk prediction.  This makes its appropriate
then to use the J coefficient.

4.10.3 Continuous Dependent Variable and Continuous Prediction

This situation occurs if OLS or a count regression technique are used to build the models (or a machine
learning algorithm such as regression trees) with, for example, development or maintenance effort as the
dependent variable. The most common way of evaluating such predictions is to use a measure of relative
error.  Relative error for a single observation is defined as:

y

yy
RE

−=
)

Eqn. 9

where y
)

 is the predicted value and y  is the actual value.  The RE will be negative if the model

underestimates, zero if the prediction is perfectly accurate, and positive if the model overestimates.  If you
multiply the RE by 100 then you would get a percentage deviation from the actual value.  For example, an
RE of 20% means that the model overestimates the actual value by 20%.  A variation of this measure is
the absolute relative error:
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Eqn. 10

The ARE does not make a distinction between over and underestimation, and is perhaps appropriate
when one the costs of over and underestimation are equivalent.
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To aggregate the RE or ARE across multiple observations, one can take the mean or the median.
Therefore, the MdARE is the median of the ARE values across many predictions and the MARE is the
mean.  Caution should be exercised though since aggregating RE and ARE may give different results,
with the aggregation of RE being smaller in magnitude.  The reason is that over and underestimation tend
to cancel each other out.

4.11 Making System Level Predictions

Using product metrics, it is also desirable to make predictions at the system level.  For example, if the
dependent variable is whether a component is fault or not faulty, then a system level prediction would be
the proportion of components that are faulty for the whole system.  Similarly, if the dependent variable is
the number of faults or development effort, then a system level prediction is the number of faults in the
whole system or the total system development effort.

For the faulty/not-faulty case, a relatively straight forward equation provides us with an estimate of the
proportion of components that have a fault.  A naïve estimate of the proportion of faulty classes is:

N

N
t 2ˆ += Eqn. 11

However, as shown in [101], this will only be unbiased if both sensitivity and specificity are equal to 1.
The corrected estimate of the proportion of faulty components is given by:
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Eqn. 12

If both ŝ  and f̂  are equal to 1, then tp ˆˆ = .  Since in practice this is unlikely to be the case, one should

use Eqn. 12 to make the estimate.

In the case where the dependent variable is continuous, then summing up the predicted values for each
component would give the system-level predicted value.  As noted in Section 4.4, this will be biased
unless a count regression model is used.

4.12 Interpreting Results

It is not uncommon for analysts, or their sponsors, to overinterpret results of validation studies.  If a metric
or metrics set are found to be valid in one study, this does not necessarily mean that they will be
demonstrated to be valid in all future studies.  It is only when evidence has accumulated that a particular
metric is valid across systems and across organizations can we draw general conclusions.

Not being able to validate a metric in a single validation study may be due to a number of reasons.  Four
common ones are discussed below.

4.12.1 Methodological Flaws

Two main factors, which we have termed here methodological flaws, may have contributed towards a lack
of significance in the studied relationship(s). The analyst should rule these out before concluding that a
measure is not valid.

The first factor is the design of the empirical study that generated the data for the validation. There may
have been problems in the study itself which would explain the lack of relationship. For example, if an
experimental design was employed, then the analyst should investigate the possibility that some
confounding variables that have an impact on the results were not appropriately controlled. This would be
a problem with the internal validity of the study. Also if, for instance, the study was conducted with
university students and small programming tasks, then the analyst should consider whether the expected
relationship(s) are most likely to exist only in an industrial environment with more experienced
programmers and large scale programming tasks.  If the study was observational rather than
experimental, then the analyst should consider that some additional confounding variables should be
included for statistical adjustment.
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The second factor concerns the characteristics of the data that were collected. For example, if
maintainability data on easily maintainable programs were collected, then it is likely that there would be
little variation in the maintainability variable. Such a restriction in range would lead to smaller empirical
relationships. Also, as another example, if there are extreme outliers in the data, depending on the
method of analysis, these may have a substantial impact on the strength of the empirical relationship.

4.12.2 Small Sample Size

Given that our criterion for the empirical validation of a metric is statistical significance, then the sample
size can have a substantial impact on an analyst’s findings and conclusions. This is because of statistical
power. The power of a statistical test is defined as the probability of correctly rejecting the null hypothesis.
The larger the sample size, the greater the statistical power of a given test. This means that if the analyst
increases his/her sample size, and assuming the magnitude of the relationship remains unchanged, then
s/he has a greater probability of finding the relationship statistically significant. This also means that if no
relationship is identified, one possible reason is that the statistical test was not powerful (or sensitive)
enough to detect it.

If an analyst does not find a statistically significant relationship, s/he should at a minimum determine
whether the statistical test used was powerful enough for the given sample size. If s/he finds that the test
was not powerful enough, then s/he should consider collecting more data and hence increasing the
sample size. Often, however, that is not feasible. Alternatively, the analyst should consider using a more
powerful test.

4.12.3 Invalid Theory

The approach that we have presented in this paper for empirically validating metrics of internal product
attributes makes three assumptions:

1. that the internal attribute A1 is related to the external attribute A2  (i.e., that we can take

the existence of this relationship in the real world for granted)

2. that measure X1 measures the internal attribute A1

3. that measure X2 measures the external attribute A2

Therefore, if the above assumptions are satisfied and if the analyst finds a relationship between X1 and

X2, then s/he has validated X1. If assumption 1 is satisfied, then the analyst can be confident that the

relationship is not spurious. The analyst can ensure that assumption 2 is met by theoretically validating
X1 as noted earlier. A similar procedure may be followed for ensuring that assumption 3 is met.

If the analyst does not find a relationship between X1 and X2, then s/he should consider questioning

assumption 1. One possible reason for not finding a relationship between the measured variables is that
the hypothesized relationship between the attributes A1 and A2 is incorrect.

4.12.4 Unreliable Measures

In some cases, measures of internal attributes are not fully automated and hence they involve a level of
subjectivity. A good example of this is the Function Point measure of the functionality attribute. An
important consideration for such measures is their reliability. Reliability is concerned with the extent to
which a measure is repeatable and consistent. For example, whether two independent raters will produce
the same Function Point count for the same system is a question of reliability.

Less than perfect reliability of measured variables reduces the magnitude of their relationship, and hence
reduces the possibility of finding the relationship statistically significant. If an estimate of the reliability of a
measure is available, then one can correct the magnitude of the relationship for attenuation due to
unreliability.
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If the expected relationship involves measures that are not perfectly reliable, then the analyst should
consider the possibility that attenuation due to unreliability is contributing towards the lack of significance.
A correction for attenuation is most useful in terms of validation when the reliability of the measure(s) is
quite low.

4.13 Reporting the Results of a Validation Study

Below we provide some guidelines on reporting the results of validating software product metrics.  These
may constitute sections that would typically be seen in a validation report, although we do not wish to
imply that these must be section headings; only that the information under each of the items below should
be in a report.  Furthermore, some of the information might be too detailed for some publication outlets,
and thus they may be included in appendices or publicly available technical reports accompanying
published validation studies.

The motivation for such guidelines is to ensure some consistency in reporting results.  This will help
readers of such reports see the most pertinent information quickly, it will give the readers confidence that
major validation considerations have been addressed (and this will add credibility to the studies), and
should encourage analysts performing validation studies to pay attention to all the validation
considerations covered in this chapter.

The items to consider when reporting a validation study are as follows:

• Theoretical Justification for the Metric(s)
A section in the report ought to describe the theoretical justification for the metric.  Since most metrics
are based on assumptions of cognitive complexity, it should be made clear how this metric is
expected to contribute to cognitive complexity.

• Definition and Operationalization of Metrics
A precise definition of the metrics that are being validated ought to be provided, and especially how it
was operationalized in the particular study.  Since the details of some metrics may be influenced by
the programming language, how the subtleties of operationalizing the metrics to the language used
ought to be specified.  For example, if one is studying a Java system, whether inner classes were
counted or not.  If one is analyzing a system written in a language such as C, then it is important to
specify whether macros were expanded before static analysis.  It is also important to specify the unit
of measurement for the metric, for example, for object-oriented systems whether it is at the class or
method level.

• Theoretical Validations
Previous theoretical validations of the metrics ought to be summarized so that the reader would know
the properties that the metric satisfies.  This may also help interpret the results that are obtained.

• Confounding Variables
The counfounding variables that will be controlled for ought to be described.  At least the size
measure used should be mentioned here.  If there are multiple size measures, then these should be
described and the impact of using the different size measures should be included in the results and
discussion sections of the report.

• Source of Data
A description of the system(s) that are studied ought to provided. Details such as whether the system
was developed by students or professionals ought to be made clear, the project team size, the
application domain, the programming language, and whether the data set comes from aggregations
across multiple systems.  If the data is publicly available (e.g., from a previously published study) then
a reference and a summary of the source would suffice.

• Unit of Observation for Product Metrics
A metric may be defined at a particular unit of measurement, but then observed/measured on a
different unit.  An example of that is aggregating the cyclomatic complexity metric across all
procedures in a file, where the file is the unit of observation.  In such a case, the form of the
aggregation must be made clear.
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• Count of External Components
In many systems external libraries are used.  Some of these libraries are public domain, e.g., GUI
libraries.  It is important to describe how connections with components from external libraries were
handled during the computation of the metrics.

• Measurement of Dependent Variable
A precise definition of the dependent variable is necessary.  For example, if it is faults, then whether
these were pre-release faults, post-release faults, or both.  If there is information on fault severity then
these should also be reported.  The manner in which the dependent variable was measured is also
important.  For example, for faults whether the organization maintained records of faults attributed to
each component or whether this information was extracted by parsing descriptions of changes.

• Measurement of Confounding Variables
The measurement of confounding variables should also be described.  Even a simple size measure
has to be specified clearly.  For example, in object-oriented systems size can be measured by the
number of methods, number of attributes, or simply lines of code.  If the confounding variables are
measured subjectively, for example, rating of programmer experience on a five-point scale, then the
exact scale used must be reported and any evidence as to its reliability (e.g., if different people rate
the same programmer on that scale, will they produce the same ratings).

• Descriptive Statistics for the Data Set
Minimal descriptive statistics for a data set include: the total number of observations, mean, median,
inter-quartile-range, standard deviation, minimum value, maximum value, and the number of
obvservations that do not have a zero value.  If the metrics are transformed, then the summaries
should be on the original scale.  Also, it is important to present descriptive statistics on the dependent
variable.  If it is binary than the proportion in each category would suffice.

• Model Specification
The model specification must be made clear.  For example, whether logarithmic transformations were
performed, and whether interactions were considered.  If any specific techniques were used to
identify optimal transformations, then these should be described (or summarized with the appropriate
references).

• Model Building Procedure
The procedure for building the models must be specified.  This should include all diagnostics that
were performed to test for, for example, collinearity, outliers, influential observations,
heteroskedasticity, normality.  Also the technique used for hypothesis testing should be clear, for
example, whether it was an asymptotic test such as a t-test or a bootstrap procedure.  When
reporting the results all measures of magnitude of association (e.g., change in odds ratio) and p-
values should be reported in full, as well as measures of goodness-of-fit for the models constructed.

• Variable Selection Procedure
The variable selection procedure that is used should be made clear to the reader.

• Evaluation of Prediction Model
The techniques used for evaluating prediction accuracy should be specified.  This includes the overall
strategy, such as splitting a data set into a train and test set, train on one release and test on the
subsequent one, cross-validation, or bootstrapping.  The coefficients that are used to compute
accuracy must also be described.

• System Level Prediction Procedure
If system level predictions are performed, these should be described and in the results they should
also be evaluated as to their accuracy.

• Interpretation of Results
The results of the validation study must be interpreted, especially if the study failed to validate some
metrics.  Potential reasons have been described above and the analyst should attempt to identify the
ones most relevant.  This will help future analysts who attempt to validate the same metrics.
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• Comparison to Previous Validation Results
To promote an accumulation of knowledge, it is preferable if researchers also review previous
validation studies with the same metrics and provide an up-to-date summary of the findings thus far.
The findings would include which metrics were systematically validated, which ones showed
equivocal results, and which could not be validated systematically.

5 Further Considerations

5.1 Other Confounding Variables

Earlier we focused on size as the major confounding variable.  The motivation is that if one is collecting
software product metrics, then it is also trivial to collect size metrics.  However, there are other potential
confounding effects that might influence the results.

Product
Metric

Number of Faults

Experience

Figure 11: Example of the experience confounding variable on the number of faults.

Figure 11 shows an example of developer experience as another potential confounding variable.  One
would expect that the more experienced engineers will produce components that have less faults.
Therefore the relationship between experience and the number of faults is expected to be negative.  The
association between experience and the product metrics can have either sign.  In one instance an
organization may assign the most complex components to its best engineers.  This would mean that the
association between experience and the product metric will be positive (we assume that higher values on
the product metric mean greater complexity, e.g., coupling or lack of cohesion).  In another instance one
can argue that the most experienced engineers will produce components that are less complex because
they understand, and have witnessed, the benefits of good design and programming practices.  Then,
one would expect e negative association.  In either case, experience could also distort the relationship
between a product metric and the dependent variable during validation.

Based on the above discussion, one should attempt to capture an experience or capability variable during
a validation study and control for that.  This is not always easy to do.  Furthermore, a recent study
showed no additional benefit to controlling programmer capability after controlling for size [34].  However,
this is a single study, and the same result has not been demonstrated elsewhere yet.  Therefore, we
would recommend attempting to control for experience/capability.
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5.2 Level of Measurement and Data Analysis Techniques

Several books and papers on the topic of measurement theory are conveying the idea that scale types
should be used to proscribe the use of "inappropriate" statistical techniques. For example, a table similar
to the one shown in Table 2 is given in [39]. This table, for instance, proscribes the use of the Pearson
product moment correlation for scale types that are either nominal or ordinal. Such proscriptions, of
course, are not unique to software engineering. For instance, they were originally presented by the
psychologist Stevens [113], serve as the basis of the classic text of Siegel on nonparametric statistics
[110], and serve as an integral part of the decision tree developed by Andrews et al. [2] to guide
researchers in the selection of the most appropriate statistics. Accordingly, if a researcher’s metrics do
not reach the interval level, it is advised that s/he use non-parametric statistics (i.e., tests which make less
stringent assumptions).

Scale Type Examples of Appropriate Statistics Type of Appropriate Statistics

Nominal Mode
Frequency
Contingency Coefficient

Ordinal Median
Kendall's tau
Spearman's rho

Nonparametric Statistics

Interval Mean
Pearson's correlation

Ratio Geometric Mean
Coefficient of Variation

Nonparametric and Parametric
Statistics

Table 2: Stipulations on the appropriate statistics for various scale types.

However, in order to select the most “appropriate” statistics, a researcher has to know the type of scale(s)
that s/he is using. The problem is that, in software engineering, like in other scientific disciplines, often it is
very difficult to determine the scale type of a metric. For example, what is the scale type of cyclomatic
complexity? Can we assume that the distances on the cyclomatic complexity scale are preserved across
all of the scale? This is difficult to say and the answer can only be based on intuition. Despite a few
available techniques to help the researchers in particular situations (see [13]), the answer to those
questions is hardly ever straightforward.

Therefore, there are many cases where researchers cannot demonstrate that their scales are interval, but
they are confident that they are more than only ordinal. By treating them as ordinal, researchers would be
discarding a good deal of information. Therefore, as Tukey [117] notes “The question must be ‘If a scale
is not an interval scale, must it be merely ordinal?’”

Is it realistic to answer questions about scale type with absolute certainty, since their answers always rely
on intuition and are therefore subjective? Can we know for sure the scale types of the metrics we use?
Knowing the scale type of a metric with absolute certainty is difficult in the vast majority of cases. And in
those cases, should we just discard our practical questions—whose answers may have a real impact on
the software process—because we are not 100% positive about the scale types of the metrics we are
using? To paraphrase Tukey [118], "Science is not mathematics" and we are not looking for perfection
and absolute proofs but for evidence that our theories match reality as closely as possible. The other
alternative, i.e., reject approximate theories, would have catastrophic consequences on most sciences,
and in particular, on software engineering. What is not acceptable from a strictly mathematical
perspective may be acceptable evidence and even a necessary one from an engineering or an
experimental perspective.

It is informative to note that much of the recent progress in the social sciences would not have been
possible if the use of "approximate" measurement scales had been strictly proscribed. For example,
Tukey [117] states after summarizing Stevens’ proscriptions “This view thus summarized is a dangerous
one. If generally adopted it would not only lead to inefficient analysis of data, but it would also lead to
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failure to give any answer at all to questions whose answers are perfectly good, though slightly
approximate. All this loss for essentially no gain.” Similarly, in the context of multiple regression, Cohen
and Cohen [23] state: “The issue of the level of scaling and measurement precision required of
quantitative variables in [Multiple Regression/Correlation] is complex and controversial. We take the
position that, in practice, almost anything goes. Formally, fixed model regression analysis demands that
the quantitative independent variables be scaled at truly equal intervals ... Meeting this demand would
rule out the use of all psychological tests, sociological indices, rating scales, and interview responses ...
this eliminates virtually all kinds of quantitative variables on which the behavioral sciences depend.” Even
Stevens himself, with respect to ordinal scales, concedes that [113]: "In the strictest propriety the ordinary
statistics involving means and standard deviations ought not to be used with these scales, for these
statistics imply a knowledge of something more than relative rank-order of data. On the other hand, for
this 'illegal' statisticizing there can be invoked a kind of pragmatic sanction: In numerous instances it leads
to fruitful results."

We do not wish to give the impression of a carte blanche whereby any statistics with any scale type will
produce meaningful results.  There are obvious cases where cognizance of the scale type is critical.  For
example, one would not treat a nominally scaled metric, such as defect classification, as an intervaly
scaled variable in regression.  In most cases, the questions to answer (i.e., our measurement goals)
determine the scale under which data must be used, and not vice versa. One should use the appropriate
technique assuming the level of measurement required by the question. If a pattern is detected, then the
analyst should start thinking about the validity of the assumption s/he made about the scale types. In
addition, it is sometimes possible to use different statistics assuming different scale types and compare
the results.

For example, if a statistically significant linear relationship is found between coupling and faults through
regression then, theoretically, the researcher must start wondering if the computed level of significance is
real (or close to reality) since there is some uncertainty with respect to the type of the coupling scale.
External information may be examined in order to confirm or otherwise the scale assumption. For
example, assuming we want to model fault counts, programmers may be surveyed by asking them to
score the relative "difficulty" of programs with different coupling levels. If the scores confirm that the
distance is, on average, preserved along the studied part of the scale (hopefully, the relevant one for the
environment under study), then the equal interval properties may be assumed with greater confidence. In
addition, thorough experience and a good intuitive understanding of the phenomenon under study can
help a great deal. For example, in a given environment, very often programmers know the common
causes of faults and their relative impact. Scales may thus be validated with the help of experts.

Such an approach is supported by numerous studies (for a more detailed discussion, see [13]) which
show that, in general, parametric statistics are robust when scales are not too far from being interval. In
other words, when a scale is not an exponential distortion of an interval scale, the likelihood of error of
type I (i.e., the null hypothesis is incorrectly rejected) does not significantly increase. In addition, other
studies have shown that, in most cases, non-parametric statisics were of lesser power (i.e., higher
likelihood of error of type II, i.e., the null hypothesis is falsely not rejected) than parametric statistics when
their underlying assumptions were not violated to an extreme extent. Moreover, dealing with variable
interactions in a multivariate tends to be much easier when using parametric techniques, e.g., multivariate
regression analysis with interaction terms.

5.3 Independence of Analyst and Replication

Ideally, whenever an analyst proposes a new metric s/he should validate it.  It is almost always the case
that such validations are “successful”, at least as presented.  Caution should be exercised in
overinterpreting a metric that has been shown to be valid by its developer.  There are three reasons.
First, the developer of metric may not even attempt to publish the results unless the validation was
successful.  Therefore, it is plausible that we only see the successfully validated metrics.  Second, the
developers may have tried many possible variants of the proposed metric(s) until one variant was found
that can be successfully validated on a particular system.  Since the metric was customized for a
particular data set, it may not work as well on another system.  Finally, with sufficient time and effort an
analyst can perform an analysis that validates a metric (e.g., by removing observations).
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On the other hand, if the developer of a metric cannot validate his/her own metric, then one must
seriously question whether that metric is valid at all in other contexts.  Therefore, self-validation is an
important first step.  It does demonstrate that under certain circumstances a metric can be associated
with the dependent variable.  However, it is important that validation studies are replicated and confirmed
independently.  It is only through such independent studies that one can start to build a convincing case
that a particular metric is actually valid.

6 Conclusions
In this chapter we have presented a complete methodology for validating software product metrics.
Admittedly this methodology is biased towards the use of statistical techniques, however, it is with
statistical techniques that analysts have the most difficulty, and many of the issues discussed are equally
applicable to the use of machine learning modeling techniques.

While it is not claimed that the methodology presented here is the last word on the validation of software
product metrics, it does represent best current practices in software engineering.  It is possible, and
indeed encouraged, that future analysts improve on this methodology.  Software product metrics play a
central role in software engineering, and their proper validation will ensure that there is a compelling case
for their use in practice.
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8 Appendix A: Evaluating Code Churn
In this appendix we present the results of a small study to determine whether code churn is a reasonable
measure of overall maintenance effort. We would expect that code churn should have at least a
monotonically increasing relationship with maintenance effort if it is to be used as a surrogate measure.

9

We test this through a data set collected from a 40 KSLOC systems application written in C that had a
peak staff load of 5 persons. Our focus is on corrective maintenance only, since this has been the focus
of previous maintenance effort prediction studies as well [55]. The development process for this project
included rigorous inspections. The data we collected was from maintenance of the system after its first
release. Both code churn and effort data collected through a measurement program were measured.

When a fault is discovered it is reported to the maintainers who issue a Change Report Form (CRF). The
CRF is assigned to an engineer who is responsible for bringing it to closure.  This involves recreating the
problem, isolating the cause, and performing the necessary changes to fix the fault.  The CRF requires a
description of the resolution and reporting of the total amount of effort spent on fixing the fault in minutes,
including isolation effort. When checking in each module into the configuration management system, it is
necessary to specify the CRF number that caused the module to be checked out.  Therefore, it is possible
to have a complete mapping between all changes made to all of the source code and the CRFs. The
effort data for each CRF were obtained from the forms.

The development environment was constructed such that each individual function was in a separate file.
Therefore, it was easy to localize changes to specific functions.

During the maintenance of this system there were also requirements changes.  Therefore, some functions
were modified due to new requirements.  After each such change a suite of regression tests were

                                                       

9
 A stricter requirement would be that there is a linear relationship. However, if there is no monotonic relationship then there is no

linear relationship either.
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performed.  Sometimes faults were discovered during regression testing.  These faults were also included
in our data set.

The code churn was computed from the configuration management system.  It was possible to extract the
before and after version of each function that was changed due to a CRF.  In total, we had data on 98
error CRFs.  These came from maintenance over a period of 18 months.

Given that our hypothesis is that of a monotonic relationship, we first determine the magnitude of the
relationship between change effort and code churn using the Spearman rank order correlation coefficient
[109].  We also test whether the correlation is different from zero at an alpha level of 0.05.  Only one-
sided tests were considered since our hypothesis is directional.

For determining the p-value for the Spearman correlation, we computed the exact permutation
distribution, and used that as the basis for determining statistical significance.  The permutation
distribution does not require asymptotic assumptions.

Summary statistics for the code churn and effort data are presented in Figure 12. There are a number of
noticeable outliers, and the distributions are clearly not symmetric.  Hence a non-parametric approach for
evaluating the relationships is certainly justifiable.

5
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5

2
0

Change Effort Code Churn

Figure 12: Distribution of the code churn and actual effort variables.

The Spearman correlation is 0.3638 (p<0.0001), which is statistically significant.  A scatterplot illustrating
this relationship is depicted in Figure 12.  No easily identifiable pattern can be seen.  The correlation is
rather small, and does not bide well for using code churn as a surrogate measure of maintenance effort,
and would recommend against using it in future studies.
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Figure 13: Scatterplot of code churn vs. maintenance effort.
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