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ABSTRACT 

Historical data for the Fricke G-value in photon and electron beams are reviewed and the 

results of recent measurements carried by the Ionizing Radiation Standards group at the 

National Research Council are reported. Good repeatability was obtained for G(Fe3+) in a Co-60 

beam compared to the previously–obtained value at the NRC (agreement within the combined 

standard uncertainty for results obtained more than ten years apart). The first data reported in 

decades have been obtained for kV x-rays beams, and these show a significantly higher value 

than given in the literature. Measurements for two kV x-ray beams at NRC (different effective 

energies and kerma rates) were consistent within their combined standard uncertainties  

Based on the Co-60 and kV x-ray results, a value for G(Fe3+) for the mean energy of Ir-

192 was determined to be 1.589 ± 0.009 μmol J-1 (at a reference temperature of 25 °C) and this 

will be used in the development of a Fricke-based standard of absorbed dose to water for HDR 

brachytherapy. The G-value for high energy electron beams (> 15 MeV) was measured to be 

1.620 ± 0.006 μmol J-1 (@ 25 °C), which was found to be consistent with literature values and also 

with NRC data for high-energy photon beams. This electron beam G-value is required to 

develop an absorbed dose to water standard for megavoltage (linac) electron beams. 
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1. INTRODUCTION 

In a chemical dosimeter, the absorbed dose is determined from some quantitative change in an 

appropriate material and any well-characterized chemical reaction may serve as the basis for 

the dosimeter. Chemical dosimeter systems were developed as early as 1927 and a wide range 

of systems have been studied. The ferrous sulphate dosimeter (Fricke and Hart, 1966) is the 

most widely used and longest-established dosimetry system. The reaction mechanism is the 

oxidation of ferrous (Fe2+) to ferric (Fe3+) ions, in aerated, dilute sulphuric acid. The oxidation 

proceeds via a number of reactions involving hydroxyl radicals, hydroperoxy (HO2) radicals 

and hydrogen peroxide. The ferric ion formation is directly proportional to energy absorbed as 

long as some oxygen remains in the solution, hence the requirement for aeration. All the 

reactions are fast (< 1 minute) and there is therefore no after-effect under usual γ- or electron 

irradiations. The concentration of ferric ions may be determined by titration but absorption 

spectroscopy is generally a more convenient technique as irradiation causes a change in the 

optical density of the solution. The absorption spectrum for the Fricke solution has two peaks in 

the UV region, at wavelengths of 304 nm and 224 nm. The normal dose range is 10 Gy to 350 Gy 

and for accuracy one requires a minimum dose of 20 Gy. For a recent review of the Fricke 

dosimeter system the reader is referred to McEwen and Ross (2009) and for a detailed 

description of the system and procedures employed in the Ionizing Radiation Standards group 

at NRC see the report by Olzanski et al (2002). 

To realise dose one requires what is referred to as the G-value, a factor that relates 

production of a chemical species to the energy absorbed. The relationship between the absorbed 

dose to the Fricke solution and the G-value is given by:   

  �ி = ∆ை஽���[�∙ீሺி௘3+ሻ∙�∙ௗ]        (1) 

Where ΔODnet is the net change in the optical density of the Fricke solution due to irradiation, 

G(Fe3+) is the radiation yield of Fe3+ ions, ρ is the density of the Fricke solution and ε and d  

relate to the spectrophotometer readout system. 

This document reviews the historical data for the Fricke G-value in photon and electron 

beams and reports values obtained in recent years by the Ionizing Radiation Standards group at 

the National Research Council. 

 

2. HISTORICAL DATA 

2.1. Photon beams 

Figure 1 shows a semi-log plot of historical G-value results versus equivalent photon energy, 

collected by Klassen et al (1999). There is a clear decrease of G-value with decreasing equivalent 

photon energy while at higher energies the G-value seems to be relatively independent of beam 
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quality (ICRU 14, 1969). The decrease in G-value with decreasing equivalent photon energy or 

equivalently, increasing linear energy transfer, LET, can be attributed to increased intra-track 

interactions due to the more densely ionizing high LET radiation, resulting in recombination of 

the radiolysis products of water needed to oxidize the ferrous ions. High dose rates would also 

be expected to decrease the G-value by the same mechanisms as high LET radiation. 

Investigations into the effects of the dose rates of photons showed that the G-value was constant 

at instantaneous dose rates below 107 Gy min-1 (ICRU 34, 1982). The summary for photon beams 

is that that there is accurate data for Co-60 and high-energy (MV) x-ray beams but that data in 

the kV energy range has large uncertainties and the results are decades-old.  
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Figure 1. Historical G-value data in photon beams collected by Klassen et al (1999) 
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2.2 Electron beams 

The data given in Figure 1 for photon beams relies on an absorbed dose or air kerma standard 

to provide the reference (DF in equation (1)). However, for high-energy electron beams there is 

another route to the G-value determination: if electrons of known energy and fluence rate are 

fully stopped in Fricke solution then the radiation energy deposited by the electrons can be 

calculated.  Although the energy will not be deposited uniformly, being a liquid, the 

solution will respond with an average value of OD equivalent to the energy being 

deposited uniformly throughout the volume. This approach was used by Feist (1982) and 

currently represents the primary standard for electron beam dosimetry at the Swiss 

standards laboratory, METAS (Vörös et al, 2012). The technique relies on an electron beam 

with a known energy and beam current being totally absorbed by an amount of Fricke solution. 

The accelerator in the cases of both PTB and METAS is a microtron (electron cyclotron) and the 

integrated absorbed dose to the Fricke solution, DF, is given by: 

    �ி = ா�ே௠ �݂      (2) 

where Ee is the individual electron energy, N is the total number of electrons absorbed in the 

Fricke solution and m is the mass of solution. The product of correction factors, fT, takes account 

of bremsstrahlung losses, bremsstrahlung re-absorption, backscattering of primary electrons 

and energy losses in the accelerator exit window and entrance wall of the Fricke vessel. There 

will be significant dose variations within the Fricke solution due to the geometry of the incident 

beam and the shape of the depth-dose curve and the dose obtained by equation (2) is therefore 

not dose at a point but a mean, integrated dose (assuming good mixing of the Fricke solution). 

 Equation (2) can be substituted into equation (1) and re-arranged to give the G-value. 

Stucki and Vörös (2007) determined the relative G-value at seven electron beam qualities for 

nominal energies 5.5 MeV to 15 MeV (R50,w = 1.75 g cm-2 to 5.67 g cm-2). The energy spectrum 

from the microtron has a FWHM of approximately 35 keV so the electron beams can be 

considered to be mono-energetic. The results are shown in Figure 2 for two sets of 

measurements, several years apart.  
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Figure 2. Determination of relative G(Fe3+) for Fricke solution at METAS. The data are normalized to the 

mean of the 1999-2000 data. The energy, Es, is that of electrons entering the Fricke solution (i.e. taking 

account of energy losses upstream of the Fricke vessel). Uncertainty bars are given as one standard 

uncertainty. 

 The uncertainties are assumed to be uncorrelated and, as can be seen, there is no 

significant variation in the G-value with energy. Vörös and Stucki (2007) used EGSnrc to 

calculate the energy losses due to backscatter, bremsstrahlung, etc and found that the correction 

ranged from 2.7 % at 5 MeV to 8.2 % at 22 MeV. The result in Figure 2 implies that the 

corrections for energy losses and bremsstrahlung are consistent for the different volumes of 

Fricke used at the different energies. 

 

3. NEW MEASUREMENTS AT NRC 

3.1. Requirements for new data 

The determination of new G-value data at NRC was driven by two projects: 

i) development of a primary standard for high energy electron beams, 

ii) development of a primary standard for Ir-192 HDR brachytherapy. 

The enabler for these measurements was the transfer of the technique used for the calibration of 

ionization chambers used at METAS. This technique involves the use of polyethylene (PE) bags 
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to hold the Fricke solution, rather than the traditional quartz or glass vials. A thin PMMA 

holder is used to position the bag in the beam with the required accuracy, as shown in Figure 3.   

 

Figure 3. Schematic of the PMMA holder used for G-value measurements. Blue denotes the Fricke 

containing PE bag whilst the PMMA walls are shown in grey. The design is nominally identical to that 

used at METAS. 

Greater care is required in the readout protocol due to the potential leaching of contaminants 

from the plastic bag but results from METAS have shown that this is not an insurmountable 

problem. 

3.2 Measurement of optical density 

A modified Cary 400 spectrophotometer (Olszanski et al, 2002) is used to measure the optical 

density.  The sample compartment containing the cuvettes is maintained at 25.00 ± 0.01 °C  and 

compressed nitrogen (100 cm3 s-1) is used for purging O2 and ozone, to limit contamination of 

the spectrophotometer’s optics. A custom program allows the readout process to be automated. 
During readout the sample compartment can hold two cuvettes, an empty sample compartment 

and a standard absorbance filter. A 30 % transmittance metal-on-quartz standard absorbance 

filter (NIST SRM-2031) is used with an expected absorbance reading at 303 nm of 0.355 optical 

density units. The role of the filter is to verify the reliability of the absorbance readings, given 

the potential effects of baseline drift or misalignment of the sample compartment with the 

optical components of the spectrophotometer. For some of the investigations outlined below, 

readings were also taken at 224 nm but these were only used as a check on the 303 nm results 

and all results refer only to spectrophotometer measurements at the longer wavelength.  
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Equation 1 shows that if the optical density is measured, the denominator in the 

equation, [� ∙ ሻ+3݁ܨሺܩ ∙ � ∙ ݀], can be evaluated by rearranging the equation as follows:  [�∙ܩሺ3݁ܨ+ሻ∙�∙݀] = ܨ��݁��ܱ∆          (3) 

The equation is shown this way to highlight the fact that if the readout procedure and Fricke 

solution composition used throughout does not change (i.e., from calibration to use), the 

evaluation of the product [� ∙ ሻ+3݁ܨሺܩ ∙ � ∙ ݀] is sufficient and makes this work independent of 

the value of the density of the Fricke solution, the molar linear absorption coefficient and optical 

path length of the cuvettes used in the calculation. Although this is the approach routinely used 

at NRC, the G-value will also be reported, as this is more relevant to the wider Fricke dosimetry 

community. 

3.3. Requirements for Ir-192 brachytherapy  

In developing a primary standard for Ir-192 based on the Fricke dosimeter one requires the G-

value.  To overcome the need to use a separate absorbed dose to water standard at the mean Ir-

192 energy (which would be somewhat self-defeating) the approach taken was to interpolate 

from known G-value determinations at other photon energies.  The average photon energy 

emitted by an Ir-192 source is 0.38 MeV, which lies in a region of Figure 1 exhibiting a log-linear 

relation. A minimum of two points in the energy range 0.1 MeV to 1.25 MeV would be required. 

This approach to obtain the Fricke G-value is entirely analogous to the method used to 

determine an air kerma calibration coefficient for the reference standard ion chamber (Goetsch 

et al, 1991; Mainegra-Hing and Rogers, 2006).  

One could choose to simply use the historical data shown in Figure 1 but a review of 

that collation indicates that, i) the data was acquired over many years using different 

formulations of Fricke solution and different read-out procedures, and ii) the dose (kerma) 

standards used are not necessarily consistent and  difficult to re-evaluate. To provide an 

accurate and self-consistent determination of G(Fe3+) for Ir-192 energies it was decided to base 

the interpolation solely on measurements made at the NRC using Canadian national standards 

of absorbed dose and air kerma. The two beams chosen were Co-60 and 250 kV x-rays and the 

respective standards were a water calorimeter (Ross et al, 2000) and a free air chamber 

(Mainegra-Hing, 2011). Since the latter provides an air-kerma measurement, a kerma-to-dose 

conversion factor is required to yield the absorbed dose to Fricke and this was obtained through 

Monte Carlo simulations (see below).  
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3.4 Measurements in kV x-rays 

The details of the x-ray irradiation setup are as follows: 

Table 1: Experimental parameters for x-ray irradiations 

Parameter Value 

X-ray tube kV 250 kV (DC) 

Additional filtration 2.047 mm copper 

Effective photon energy 0.126 MeV 

Reference point from source 80 cm 

Beam diameter (FWHM) 7.25 cm 

 

The air-kerma rate was evaluated at the start of each irradiation day using the NRC primary 

standard free air chamber. A polyethylene bag containing 4.23-4.28 g of Fricke was placed in the 

PMMA holder, as shown Figure 3, with its centre positioned at the reference point. The 

irradiations were carried out free in-air (i.e., no additional backscatter) as previous work 

(Mainegra-Hing, 2011) had demonstrated the ability to accurately model the irradiation room. 

An air-kerma to dose conversion factor was derived from a detailed EGSnrc simulation of the 

complete geometry (x-ray tube, filters, Fricke holder, etc) to determine the absorbed dose to the 

Fricke solution. The biggest challenge in this experiment is to deliver a sufficient dose to 

provide adequate precision of the net optical density. Common standards (ASTM, 2013) limit 

the dose to above 20 Gy, but careful cleaning and adoption of a rigorous control procedure 

meant that this limit could be reduced to around 10 Gy. Even so, the irradiation time was 

significant, around 1.67 hours per irradiation. The ambient room temperature during the 

irradiation was measured and used to convert the optical density readings to the reference 

temperature. For each irradiation day a control bag was filled with Fricke solution for the same 

amount of time as irradiations and read out without being irradiated at the beginning and end 

of the day. The average optical density reading for the control bags of each day was subtracted 

from the irradiated optical density readings conducted on the same day to determine the net 

change in optical density due to the radiation alone. The time-evolution of the background 

signal is generally linear with time (and small) for Fricke stored in glass or quartz vessels. 

However, the time-evolution of the background signal due to the polyethylene bags was harder 

to predict and it was therefore found that the most reliable method to correct for the impact of 

contaminants leaching from the PE bag was ensure that control and irradiated samples were 

kept in the bags for the same amount of time. The experiment was repeated for the same target 

dose of 11 Gy for different bags over multiple days. 
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The absorbed dose to the Fricke solution, DF, was obtained from the relation: �ி = ����௘௫� [஽���������]    (4) 

where ����௘௫�
 is the measured air-kerma from the primary standard free-air chamber and the 

quantity in parentheses is the dose-to-kerma ratio calculated using Monte Carlo simulations. 

Different user codes of the EGSnrc MC simulation toolkit (V4-r2-4-0) (Kawrakow et al, 2013) were 

used for these calculations. Default MC transport parameters were used with a 1 keV transport 

energy cut-off for both photons and electrons. Detailed geometrical models of the experimental 

setup for these measurements were built by means of the EGSnrc C++ library egs++. The COMET 

MRX-320 x-ray tube used for the irradiation of the Fricke solution was simulated with a 

previously validated BEAMnrc model (Rogers et al, 2013), taking advantage of the directional 

bremsstrahlung splitting (DBS) technique (Kawrakow et al, 2004) for efficient x-ray tube 

simulations. This BEAMnrc model was used as a source of particles for the subsequent 

calculations of the dose to Fricke and the air-kerma at a given distance from the source. The 

EGSnrc user-code cavity allowed the estimation of the dose to a 4.25 g Fricke solution at 80 cm 

from the x-ray tube including the details of the PMMA bag and holder as shown in Figure 3. 

The potential effects of mechanical components surrounding the holder but not within the 

radiation field (and therefore not shown in Figure 3) were also investigated. The statistical one 

sigma uncertainty of the dose to Fricke was 0.01 % after 5 billion histories. The primary 

standard free-air chamber (FAC), was modelled with the egs_fac user code to efficiently 

estimate ����ெ஼ at the measurement point of 80 cm from the x-ray source. After 414 million 

histories, the one sigma statistical uncertainty in the air-kerma was 0.06 %. 

3.5 Measurements in Co-60 

A similar procedure was adopted for the cobalt-60 irradiations, except for an in-phantom set-

up. These irradiations were carried out even though the G-value for Co-60 has been determined 

previously at NRC (Klassen et al, 1999). However, those measurements used quartz vials to hold 

the Fricke solution. By using the same holder in both x-rays and Co-60 and making 

measurements close in time, potential systematic errors should be minimized. The centre of the 

bag was positioned at a water equivalent depth of 5.3 cm in a 30 cm × 30 cm × 30 cm water 

phantom. The SSD was 100 cm and the collimator of the Co-60 unit was set to produce a 10 x 10 

cm field at the phantom surface.  The doserate for the Co-60 unit was significantly higher than 

for the x-ray beam but for consistency of read-out, approximately the same dose was delivered 

to the Fricke solution. As for the x-ray measurements, irradiations were conducted over several 

days.  
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In this case the reference is the primary standard water calorimeter and therefore a 

conversion from absorbed dose to water to absorbed dose to Fricke solution is required before 

applying equation (3): �௪ = �ி ௪݂,௙ ௪ܲ�௟௟ �ௗௗ     (5) 

where Pwall takes account of the holder material (significant for glass vials but small for 

the holder in figure 3), kdd is the correction for the dose non uniformity over the Fricke solution 

volume, and fw,f accounts for the difference in radiation absorption properties of the Fricke 

solution and water. The size and construction of the holder, together with the composition of 

the Fricke solution mean that all the corrections for Co-60 are close to unity. 

The entire process (measurements in both radiation beams) was repeated one year after 

the initial investigation to investigate long-term reproducibility and/or dependence on 

particular Fricke solution. 

3.6 High-energy electron beams 

The primary standard water calorimeter for high-energy electron beams is described by 

McEwen and Ross (2007). The design is based on the primary standard photon calorimeter 

(Ross et al, 2000) with some modifications to the geometry of the calorimeter vessel. Several 

NRC reference ion chambers were calibrated against the primary standard in 18 MeV and 22 

MeV electron beams and these chambers were then used by Cojocaru et al (2011) to investigate 

the energy dependence of ion chamber calibration coefficients at lower electron energies (below 

10 MeV), where perturbation corrections can be significant. This investigation relied on the data 

from Stucki and Vörös (2007), as shown in Figure 2, which indicated that the G-value for Fricke 

solution is independent of energy for all MeV electron beams. The comparison of Fricke and 

calibrated reference ion chambers at the highest energies available from the NRC Elekta linac 

allow a determination of the G-value (only the product εG for 18 MeV was presented by 

Cojocaru et al). 

 The operation and validation of the primary standard calorimeter and calibration of the 

reference ionization chambers is described by McEwen and DuSautoy (2009) and the details of 

the Fricke irradiations to determine the G-value are given by Cojoaru et al. However, the most 

relevant information is reproduced here for convenience. 

As for the other irradiations described above, significant effort was put into assessing 

the cleanliness of the read-out system and the stability of the Fricke solution in time. Control 

measurements were performed with high purity water, samples of un-irradiated Fricke solution 

from the bulk storage and with samples of Fricke solution stored in the PE bags for a similar 

time to a typical irradiation (45 minutes to 180 minutes, depending on the dose delivered and 

the readout procedure). Irradiations were carried out using the Elekta Precise clinical linac at the 

NRC, which produces electron beams with nominal energies of 4 MeV, 8 MeV, 12 MeV, 18 MeV 
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and 22 MeV. The dosimeters were placed with their centre at the reference depth (as defined by 

the AAPM TG-51 protocol, Almond et al, 1999) in a 30 cm × 30 cm × 30 cm water phantom and 

doses in the range 6 Gy to 52 Gy were delivered to investigate signal-to-noise and any dose 

dependence. The volume of Fricke solution in each bag was similar to that used in the x-ray 

irradiations (~ 4 cm3). The irradiations were carried out over a period of five months to evaluate 

the long-term repeatability of the system.  

 

4. RESULTS AND DISCUSSION 

4.1 G-value in photon beams  

Tables 2 and 3 detail the results of the G-value obtained in this work at NRC for 250 kV x-rays 

and Co-60. 

Table 2 Determination of G(Fe3+) for 250 kV x-ray beam from two separate sets of irradiations in 

2012 and 2013 for a target delivered dose of 12 Gy. The data are derived from a total of 19 

irradiations for 2012 and 20 irradiations for 2013. The EGSnrc MC simulation yielded an overall 

kerma-to-dose conversion factor as in equation 4, rather than individual components as 

indicated in equation (5). 

 Average Value Type A 

standard 

uncertainty 

Type B 

standard 

uncertainty 

Combined 

standard 

uncertainty 

ΔODnet †    (2012) 0.04430 0.58 % 0.28 % 0.64 % 

Kair (Gy) (2012) 11.00 0.05 % 0.25 % 0.25 % 

ΔODnet     (2013) 0.04368 0.39% 0.28 % 0.48% 

Kair (Gy) (2013) 10.92 0.05 % 0.25 % 0.25 % �ிெ஼ ����ெ஼⁄   
1.1501 0.06 % 0.27 % 0.28 % 

ρ (kgcm-3) 1.0227 x 10-3   0.01 % 

d (cm) 1   0.02 % 

ε (cm2mol-1) 2174000   0.01 % 

 [� ∙ ሻ+3݁ܨሺܩ ∙ � ∙ ݀] ( Gy-1) 

(combined 2012/13) 

0.003490   0.58 % 

G(Fe3+) (μmol J-1)  

(combined 2012/13) 

1.570   0.58 % 

Ώ The Ŷet optiĐal deŶsity is also corrected for irradiation and read-out temperature dependencies as described in 

Klassen et al and Olzanski et al. The reference temperature for both is 25 °C. 
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Table 3 Determination of G(Fe3+) at Co-60 energy from two separate sets of irradiations in 2012 

and 2013, for a target dose of 13 Gy. The data are derived from a total of 13 irradiations for each 

set. In this case the correction factors required for equation (5) are shown explicitly. 

 Average Value Type A 

standard 

uncertainty 

Type B 

standard 

uncertainty 

Combined 

standard 

uncertainty 

ΔOD25,25 †   (2012) 0.04467 0.30 % 0.28 % 0.41 % 

Dw (Gy) (2012) 12.48 0.10 % 0.25 % 0.27 % 

ΔOD25,25     (2013) 0.04710 0.37 % 0.28 % 0.46 % 

Dw (Gy) (2013) 13.16 0.10 % 0.25 % 0.27 % 

Pwall 1.0010   0.05 %   0.05 % 

kdd 0.9955   0.10 % 0.10 % 

fw,f 1.0030   0.05 % 0.05 % 

ρ (kgcm-3) 1.0227 x 10-3   0.01 % 

d (cm) 1   0.02 % 

ε (cm2mol-1) 2174000   0.01 % 

 [� ∙ ሻ+3݁ܨሺܩ ∙ � ∙ ݀] ( Gy-1) 

(combined 2012/13) 

0.003579   0.46 % 

G(Fe3+) (μmol J-1) 

(combined 2012/13) 

1.610   0.46 % 

Ώ Subscripts indicate the reference temperatures for the corrections for irradiation and read-out temperatures, 

which impact the optical density reading. 

The value for the G-value for Co-60 is within the Type A standard uncertainties of the 

value given by Klassen et al (for measurements with the sealed water calorimeter, which is the 

NRC declared standard) of G(Fe3+) = (1.613 ± 0.005) μmol J-1. That we obtain the same result 

more than ten years later with a different holder for the Fricke solution (polyethylene in this 

case compared to glass previously) gives us confidence that there are no significant systematic 

errors in the entire system. The Type B standard uncertainties for the readout in both Tables 2 

and 3 are dominated by the variation in the background reading of un-irradiated Fricke 

solution.  

 A second irradiation was carried out in the 250 kVp x-ray beam using a different amount 

of added filtration. The irradiation geometry is identical but the mean photon energy is lower 

(and conversely, the mean air kerma rate is higher). This resulted in a value at E = 0.109 MeV of 

G(Fe3+) = (1.586 ± 0.013) μmol J-1. The larger uncertainty is primarily due to fewer irradiations 

being carried out because of limited access to the x-ray facility. The absolute value of G(Fe3+) for 

this lower energy is greater than that given in Table 2, when one would expect a lower value. 

However, the two data points agree at the level of the combined uncorrelated standard 

uncertainty (estimated to be 0.9 %).  
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Based on the results of our experiments at Co-60, 250 kVp X-ray, and the assumption 

based on historical data that the G-value and effective photon energy have a log-linear 

relationship in the region of interest, a G-value at Ir-192 was obtained. The linear interpolation 

based on our two standard beams resulted in 1.589 ± 0.009 µmol J-1, and is shown in Figure 4. 

Alternatively the quantity  [� ∙ ሻ+3݁ܨሺܩ ∙ � ∙ ݀]  at the mean energy for Ir-192 has a value of 

(353.3 ± 2.2) x 10-5 Gy-1. The data for the second kV beam was not included due it being based on 

fewer data points. A sensitivity analysis showed that adding the 109 keV point only changes the 

G-value by +0.2 %, due to the larger uncertainty on the lowest energy data point. By 

comparison, an interpolation based solely on the historical data in Figure 1 yielded a G-value 

at Ir-192 of 1.571 ± 0.013 µmol J-1. The larger number of points in the historical fit counteract the 

larger uncertainty on each, resulting in an uncertainty in the Ir-192 value only 50% greater than 

the NRC-derived value. The possibility of revising the historical data through the use of 

updated key data and new Monte Carlo simulations was investigated, but it was concluded that 

there was insufficient information in the literature to give increased confidence in any re-

evaluation compared to simply using the data as presented. Even so, it is at least reassuring that 

the two values for the G-value at the Ir-192 mean energy agree within the combined 

uncertainties. 
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Figure 4. Comparison of Fricke G-value obtained at the NRC for 250 kVp x-rays and Ir-192, compared to 

the historical data collated by Klassen et al. The key is as follows: gray circles – historical data from other 

researchers, green triangles – data obtained at NRC reported by Klassen et al,  red diamonds – results 

from this work, yellow square – interpolated value for Ir-192. Uncertainty bars for literature values are as 

presented in Klassen et al, data for measurements at the NRC are given as one standard uncertainty. 
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4.2 G-value in electron beams 

The results of the dose-dependency investigation for the 18 MeV electron beam are shown in 

Figure 5. There is no indication of any non-linearity and the standard uncertainty of the 

determination of the slope is estimated to be 0.2 %. Typical repeatability for dose delivered 

greater than 15 Gy is of the order of 0.8 %. 
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Figure 5. Response of the system for the 18 MeV electron beam in the ~ 5–50 Gy dose range. In the inset, 
the deviation from a straight line of individual data points (the residuals from the linear fit) is shown. 

 

The results of the G-value determinations for the Fricke solution in the 18 MeV and 22 MeV 

beams are shown in Table 3. 
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Table 4 Determination of G(Fe3+) in high-energy electron beams from irradiations carried out in 

2009. The mean values for the absorbance are derived from typically 30 irradiations at each 

energy. As for Table 3, the correction factors required for equation (5) are shown explicitly. 

 Average Value Type A 

standard 

uncertainty 

Type B 

standard 

uncertainty 

Combined 

standard 

uncertainty 

ΔOD25,25/Dw    (18 MeV) 0.007149 0.05 % 0.20 % 0.21% 

Dw (Gy) 1Ώ 0.09 % 0.37 % 0.37 % 

fw,f 1.0030 0.05 % 0.05 % 0.07 % 

Pwall 1.0030  0.10% 0.10% 

kdd 1.0036  0.07 % 0.07 % 

ΔOD25,25 /Dw    (22 MeV) 0.007174 0.05 % 0.20 % 0.21% 

Dw (Gy) 1Ώ 0.09 % 0.37 % 0.37 % 

fw,f 1.0030 0.05 %  0.05 % 0.07 % 

Pwall 1.0029   0.10% 0.10% 

kdd 1.0031   0.07 % 0.07 % 

Pdepth 0.9948  0.07 % 0.07 % 

ρ (kgcm-3) 1.0227 x 10-3   0.01 % 

d (cm) 2.002
 ΐ   0.02 % 

ε (cm2mol-1) 2174000   0.01 % 

G(Fe3+) (μmol J-1) (18 MeV) 1.622   0.46 % 

G(Fe3+) (μmol J-1) (22 MeV) 1.618   0.46 % 

Ώ The aĐtual dose deliǀered is iŶĐorporated iŶ the slope ǀalue reported iŶ the roǁ aďoǀe. The dose is listed 
separately here to indicate the uncertainties due to the primary standard and calibrated reference chamber 

separate from the dose delivery and Fricke measurement. 

ΐ Note a differeŶt Đuǀette ǁas used for the eleĐtroŶ ďeaŵ ŵeasureŵeŶts Đoŵpared to the photoŶ ďeaŵ 
measurements, where a 1 cm cuvette was employed. 

It is interesting to note that correction for the difference in the radiation absorption 

properties of the water and Fricke, fw,f, was determined, through Monte Carlo based 

calculations, to be independent of electron energy and also to be the same as that for Co-60. The 

correction for the perturbing effect of the polyethylene bag and the PMMA holder should be 

small, considering the small amount of material in the beam and the closeness in effective 

atomic number and density to that of water. Values for Pwall were taken from Monte Carlo 

calculations carried out at METAS (Vörös and Stucki, 2007) and interpolated for the energies of 

the NRC Elekta linac. These same MC calculations showed that the effect of an air bubble 

present in the bag after sealing was below 0.1 % for all energies. No correction was applied for 

this effect but an uncertainty component is included in that given in Table 3 for Pwall. For the 

determination of the beam non-uniformity correction, kdd, 2-D radial (perpendicular) beams 

scans in a water phantom were combined with depth-ionization curves to plot the 3-D dose 

distribution within the Fricke volume. As expected, axial averaging due to the thickness of the 

dosimeter bag is small for all energies from the Elekta linac and negligible for the two beams 
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used here. The radial correction was found to be significant for low energy beams but was small 

for 18 MeV and 22 MeV. The correction, Pdepth, was required as it was found, in reviewing the 

calibration of the reference ion chambers against the primary standard water calorimeter, that 

the measurement depth had been set incorrectly (for both chamber and calorimeter) for 22 MeV. 

Although the calibration is technically valid, it is not directly applicable to the Fricke 

irradiations, where the correct reference depth (dref = 0.6R50 – 0.1 cm) was used. A correction is 

therefore required to take account of the difference in water-to-air stopping power ratios 

between the calibration depth and the Fricke irradiation depth. The difference in depth was 

small and therefore the uncertainty introduced by this correction factor is also small. 

 The 0.25% difference between the two G-values obtained for 18 MeV and 22 MeV is 

consistent with the non-correlated standard uncertainty, estimated to be 0.38 %, and is 

consistent with the lack of any energy dependence reported by Stucki and Vörös. 

Unfortunately, the METAS group has not published data in the literature for the absolute value 

of G(Fe3+), only its relative variation with energy. Cottens et al (1981) report a value of G(Fe3+) = 

1.604 μmol J-1 with a quoted uncertainty  of around 0.5 % but for a much higher dose delivered 

(~ 220 Gy). This represents a 1 % difference from the value reported here but is agreement at the 

combined one standard uncertainty level. This level of agreement is perhaps not unexpected 

considering the different standards used and the very different experimental setups. 

Interestingly, the mean value of 1.620 μmol J-1 obtained in the NRC electron beams is also very 

close to the G-value obtained by Klassen et al for 20 MV and 30 MV photon beams using the 

same type of calorimeter (1.623 μmol J-1).  

4.3. Summary of G-values obtained at NRC 

The data summarized in Table 5 is based on two standards – the NRC primary air kerma 

standard for medium-energy x-rays (free air chamber) and the NRC primary absorbed dose 

standard for Co-60, MV photon beams and MeV electron beams (sealed water calorimeter). 

Table 5. Summary of values of G(Fe3+) obtained at NRC. All results are this work, except those 

indicated by *, which are from Klassen et al (1999). 

Beam Beam quality 

specifier 

Mean energy  

(MeV) 

G(Fe3+)  

(μmol J-1) 

Overall standard 

uncertainty 

kV x-rays HVL = 2.03 mm Cu 0.109 1.586 0.8 % 

kV x-rays HVL = 2.68 mm Cu 0.127 1.570 0.6 % 

Co-60 *  1.25 1.613 0.3 % 

Co-60  1.25 1.610 0.5 % 

MV photons * %dd(10)x = 80 6.7 1.625 0.4 % 

MV photons * %dd(10)x = 88 7.5 1.621 0.4 % 

MeV electrons R50 = 7.0 cm 6.8 Ώ 1.622 0.5 % 

MeV electrons R50 = 8.8 cm 8.7 Ώ 1.618 0.5 % 

Ώ mean electron energy at the measurement depth 
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It is noticeable that the overall standard uncertainty is smaller for the data reported by 

Klassen et al, and this is due to a) the simpler method to determine the dose delivered (direct 

comparison with the primary standard), and b) the reduced effect of contamination when using 

quartz holders for the Fricke solution. Even so, it is fair to state in summary that the G-value has 

been determined over a wider range of photon and electron energies with an average standard 

uncertainty of 0.5 %. 

To aid the understanding of the variation in the G-value with beam, the data in Table 5 

is recast in terms of the mean electron energy of the electrons interacting with the Fricke 

solution for each situation, and this is shown in Figure 6. 
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Figure 6. Variation in G(Fe3+) with mean electron energy at the interaction point (i.e., x-axis is the same as 
that of Figure 2). Data for the photon beams is obtained from the relation given by Attix (1991) and the 
calculations of Anton et al (2013).  

The data for the high energy linear accelerator beams would suggest that the linearity 

shown in Figure 2 extends down to at least 2 MeV. This is encouraging for the work of Cojocaru 

et al (2011), where measurements were made at electron beam energies of 4 MeV and 8 MeV 

with the assumption of the energy-independent G-value from Figure 2. A simple linear 

extrapolation of the kV and Co-60 beam data would suggest an intercept with the flat high-
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energy response around an average electron energy of 1-1.5 MeV, which, according to Anton et 

al (2013), would correspond to a megavoltage linac beam of 6 MV or 8 MV. Determination of the 

G-value at this lower linac energy would therefore seem to be warranted. 

 

5. CONCLUSION 

Historical data for the Fricke G-value in photon and electron beams has been reviewed and the 

results of recent measurements carried by the Ionizing Radiation Standards group at the 

National Research Council have been presented. Good repeatability was obtained for G(Fe3+) in 

a Co-60 beam compared to the previously–obtained value at NRC. The first data reported in 

decades have been obtained for kV x-rays beams, and these show a significantly higher value 

than given in the literature. Based on the Co-60 and kV x-ray results, a value for G(Fe3+) for the 

mean energy of Ir-192 was derived to be 1.589 ± 0.009 μmol J-1 and this will be used in the 

development of Fricke-based standard of absorbed dose to water for HDR brachytherapy. The 

G-value for high energy electron beams (> 15 MeV) was measured to be 1.620 ± 0.006 μmol J-1, 

which was found to be consistent with literature values and also with NRC data for high-energy 

photon beams. This electron G-value is required to develop an absorbed dose to water standard 

for megavoltage (linac) electron beams. 
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