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ABSTRACT: We present a new DFTB-p3b density functional tight binding model
for hydrogen at extremely high pressures and temperatures, which includes a
polarizable basis set (p) and a three-body environmentally dependent repulsive
potential (3b). We find that use of an extended basis set is necessary under
dissociated liquid conditions to account for the substantial p-orbital character of the
electronic states around the Fermi energy. The repulsive energy is determined
through comparison to cold curve pressures computed from density functional
theory (DFT) for the hexagonal close-packed solid, as well as pressures from
thermally equilibrated DFT-MD simulations of the liquid phase. In particular, we
observe improved agreement in our DFTB-p3b model with previous theoretical and
experimental results for the shock Hugoniot of hydrogen up to 100 GPa and 25000
K, compared to a standard DFTB model using pairwise interactions and an s-orbital
basis set, only. The DFTB-p3b approach discussed here provides a general method
to extend the DFTB method for a wide variety of materials over a significantly larger
range of thermodynamic conditions than previously possible.

I. INTRODUCTION

Accurate knowledge of the thermophysical properties of
hydrogen and its isotopes from ambient conditions to hundreds
of GPa and tens of thousands of Kelvin is essential to derive
reliable models of the interiors of Jupiter, Saturn, and other
giant extra solar planets.1,2 In addition, isotopes of hydrogen are
used as target materials in inertial confinement fusion
experiments at the National Ignition Facility (NIF).3,4

Polymeric materials with high hydrogen content are frequently
used in laser-driven dynamic compression experiments in order
to drive the compression wave through the samples being
studied.5 Knowledge of the high pressure−temperature
behavior of C/H/O/N interactions is necessary to model the
behavior of organic energetic materials and in the studies of
origins of life through cometary impact,6−8 where the physical
and chemical properties of hydrogen under these conditions
plays a significant role in the formation of recoverable chemical
products. Shock compression experiments using gas guns,9,10

explosives,11,12 magnetically driven flyer plate,13−15 and
lasers16−19 have been used to obtain optical properties and
the pressure−density−temperature Hugoniot relations of
hydrogen, and to elucidate the transition of different isotopes
from semiconducting to metallic liquid phases at high pressures.
(The Hugoniot is the locus of thermodynamic end states
achieved by a specific shock velocity and a given set of initial

thermodynamic conditions). However, high pressure experi-
ments tend to rely on equation of state (EOS) models for
interpretation, which can be inaccurate for a number hydrogen-
containing materials across the broad pressure and temperature
ranges of many studies.5,20 Determination of experimental
temperatures especially remains an unresolved issue, partially
due to large uncertainties in the calibration of pyrometric
measurements.21,22

Independently, theoretical calculations using density func-
tional theory (DFT)23−27 based molecular dynamics (MD),
path integral Monte Carlo (PIMC),28 and chemical models29,30

have provided EOS data and information on the melting curve
of hydrogen isotopes. While quantum simulation approaches
like DFT have been shown to accurately reproduce the
principal Hugoniot and chemical reactivity of condensed
hydrogen31,32 and several hydrocarbons systems,33,34 the
intense computational effort of these methods limits studies
to nanometer system sizes and picosecond timescales. In
contrast, dynamic compression experiments on hydrogen-
containing systems span nanosecond timescales and up to
micron length scales.18,19 DFT-MD simulations can con-
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sequently be intractable for these types of studies, where
chemical reactivity can span the entire timescale of the
experiment. Empirical models, though highly computationally
efficient, tend to perform poorly for materials and thermody-
namic properties outside of their training set and in general
cannot capture the thermal electronic excitations that promote
chemical reactivity and soften pressures under hot, dense
conditions.33,34 A previous s-orbital basis set, semiempirical
tight-binding parametrization for hydrogen was used for
simulations up to 74 GPa.35,36 However, hydrogen is thought
to be highly dissociative under these conditions,37 and the use
of a minimal basis set is insufficient for the resulting metallic
state,38 where ion cores can interact via screened (multicenter)
Coulombic repulsion. As such, a computationally efficient and
yet accurate quantum chemical method for hydrogen would aid
in developing capabilities for direct modeling and interpretation
of high pressure−temperature experiments on hydrocarbons,
polymers, and other hydrogen-containing materials.
The density functional tight binding (DFTB) method39,40 is

an approximate quantum mechanical approach that can provide
orders of magnitude reduction in computational cost while
retaining most of the accuracy of the Kohn−Sham DFT.
Standard DFTB uses a minimal atom-centered basis set and an
approximate Hamiltonian obtained by expanding the Kohn−
Sham energy functional to second order in charge fluctuations
around a neutral, spherical reference charge density.39,40 The
terms in the resulting energy expression are grouped into the
band structure energy (EBS; Hamiltonian energy based on the
reference density, n0), Coulomb energy (Ecoul; energy from
charge fluctuations), and repulsive energy (Erep; ion−ion
repulsion, and double counting terms from the Hartree and
exchange-correlation interactions). Thus, the total system
energy is expressed as Etot = EBS[n0] + Ecoul[δn] + Erep(R).
Here, EBS is obtained using a two-center approximation to the
electronic potential, and Erep is usually represented by a short-
range, pairwise empirical function.39,40 While DFTB has been
shown to give a reasonable picture of chemical reactivity under
moderate pressures and temperatures (T < 4000K and P < 200
GPa),41−44 its application to carbon under more extreme
conditions (up to 2000 GPa and 30000 K) resulted in
overestimation of the metallic liquid equation of state by several
hundred GPa and a poor representation of the ensuing
structural properties.38 To rectify these issues, Goldman et al.
recently developed a DFTB model (called DFTB-p3b) that
included an extended, polarizable basis set (up to d orbitals) for
carbon along with a three-body, environmentally dependent
repulsive potential.45 The three-body repulsive energy was
necessary in order to account for the greater than two-body
forces due to electron delocalization present under molten
conditions. The DFTB-p3b model for carbon provides an
improved description of the electronic states of metallic liquid,
as well as accurate shock Hugoniot curves and radial
distribution functions (RDFs).45

Along similar lines, in this article, we overcome the
limitations of current DFTB parametrizations for hydrogen
through the development of a new DFTB-p3b model that
includes an extended basis set on the hydrogen atoms (s and p
orbitals) and a similar environmentally dependent repulsive
potential. Our new hydrogen model yields good agreement
with chemical and physical properties for the liquid phase
under high pressures and temperatures and provides a more
accurate description of the electronic states under dissociation.
Furthermore, our DFTB-p3b model is found to yield improved

capability to compute the shock Hugoniot over a significantly
broader range of pressures and temperatures than possible with
previous tight-binding approaches. The DFTB-p3b method
provides a straightforward way to develop an extended DFTB
approach for MD simulations of hydrogen-containing systems,
for which DFT simulations could be intractable and classical
empirical potentials (both reactive and nonreactive) could have
only a limited range of applicability. In this work, we discuss the
details of the computational methods employed in this study
along with the details of the environmentally dependent
repulsive potential used in the DFTB-p3b model. We then
discuss the fitting process and analyze results from MD
simulations of hydrogen under static and dynamic compression
from both DFTB-p3b and a standard DFTB model, with
comparison made to experimental and high-level theoretical
data where available.

II. COMPUTATIONAL DETAILS AND METHODS

The functional form for the three-body repulsive energy is
identical to that used for carbon.45 We add an environmental
dependence to the standard pairwise formalism based on the
electrostatic screening principle46,47 to account for conditions
such as in metallization, where electron delocalization is
significant and the two-center approximations inherent in the
DFTB approach can be less accurate. In this way, the screening
functions are designed to mimic the electrostatic screening
effects in solids. Erep is expressed as a sum of pairwise
interaction multiplied by a three-body function, viz., Erep =
∑i∑j>i∑k Vij(1−Sijk). Vij is expressed as a ninth-order
polynomial.
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The constants labeled bm are the polynomial coefficients
while a1, a2, and a3 are additional coefficients to be fit. Rc

ijk is the
three-body interaction cutoff radius. Both the pairwise and
three-body cutoff radii ensure smooth behavior around Rc

ij and
Rc
ijk and that the functions will be equal to zero beyond. The

coefficients bm were constrained during fitting to yield values of
Sijk between 0 and 1. As a result, the repulsive potential between
atoms i and j is completely screened and equal to zero when an
atom k within radius Rc

ijk exists at the midpoint of the line
joining atomic centers i and j, while the function recovers its
pairwise form when the third atom k exists beyond Rc

ijk (Figure
1).
Similar to our previous work,38,45 all DFTB type simulations

were driven by the LAMMPS molecular simulation suite,48,49
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with the DFTB+ code50 used to calculate the total energy terms
excluding Erep (i.e., EBS and ECoul) and LAMMPS used to
compute the repulsive energy terms as well as drive the MD
calculations. For the sake of comparison with a standard DFTB
model using a minimal basis set implementation (i.e., s orbitals,
only) and a pairwise repulsive energy function, we used the
mio-0−1 parameter set for hydrogen,39 available for download
from http://www.dftb.org. Both sets of DFTB type calculations
(DFTB-mio and DFTB-p3b) were performed with self-
consistent charges (SCC).39 All of our calculations were
initiated in an ordered hcp lattice, which readily melted into a

liquid phase upon application of the high temperatures of our
MD studies. All geometry optimizations with DFTB were
performed with force convergence criteria of 10−6 kcal/mol Å
and SCC convergence criteria of 10−6 or smaller. DFT
simulations were performed using the VASP51−54 plane wave
basis set based DFT code, with projector augmented wave
(PAW) pseudopotentials,55,56 the Perdew−Burke−Ernzerhof
generalized gradient approximation functional,57,58 and a 900
eV plane wave cutoff. For our VASP calculations, the wave
function convergence criteria was set to10−4 eV and the force
convergence criteria was set to 10−3 eV/Å.
The Mermin functional59 was used to compute fractional

electron occupations for all systems and simulation methods.
For our cold curve calculations the electronic temperature was
fixed at a value of 0.03 eV, whereas for all of our MD
simulations it was set to the ionic temperature of the system. All
cold curve calculations were computed using a system
consisting of four hydrogen molecules (8 atoms total) arranged
in a hexagonal close packed (HCP) lattice. The Brillouin zone
was sampled using a 10 × 10 × 10 k point mesh using the
Monkhorst−Pack60 sampling scheme, though results at high
density were found to be converged with an 8 × 8 × 8 mesh.
Our MD simulations with DFTB-SCC were all performed
using the extended Lagrangian Born−Oppenheimer molecular
dynamics (XL-BOMD) technique to propagate the electronic
degrees of freedom.61−65 This allowed us to reduce the
maximum number of SCC steps to 5 per MD time step, though
in general, simulations with as few as three SCC steps were
found to allow for stable conserved quantities in our
simulations.

Figure 1. Illustration of the screening principle used in development of
our three-body repulsive energy.45 At low density [(Rik + Rjk)/2 >
Rc

ijk], screening from atom k is relatively small, and the repulsive
energy between atoms i and j is approximately pairwise. At high
density, atom k can completely screen the repulsive energy interaction
between atoms i and j.

Figure 2. Projected density of states from DFT and the total electronic density of states from DFT, DFTB-mio, and DFTB-p3b. All plots are aligned
by setting the Fermi energy equal to zero. The curves in (a and c) show the projected density of states from DFT for a liquid snapshot at 0.3 g/cm3

at 2000 K and 0.7 g/cm3 at 7000 K, respectively. The curves in (b and d) show the total density of states computed from DFT, DFTB-mio, and
DFTB-p3b for the same configurations. The green line in all plots corresponds to the total DOS from DFT. Blue, pink, and yellow lines in (a and c)
correspond to s, p, and d orbital PDOS results, respectively. Black and red lines in (b and d) correspond to the total DOS from DFTB-p3b and
DFTB-mio, respectively.
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III. RESULTS AND DISCUSSION

In order to assess the importance of including an expanded
basis set in our calculations, we have computed the projected
electronic density of states (PDOS) from DFT and the total
electronic density of states (DOS) from DFTB-p3b and DFTB-
mio using thermally equilibrated configurations from DFT-MD
simulations. We have analyzed results from DFT-MD
simulations for a molecular liquid (0.3 g/cm3, 2000 K) as
well as one that is highly dissociated and metallic (0.7 g/cm3,
7000 K). The total DOS from our tight-binding calculations are
independent of Erep, allowing for a direct comparison to density
of states results from DFT without any empirical function
fitting. PDOS results from DFT indicate that for the molecular
liquid state, the occupied states are largely well represented by
s-orbitals, with the p-orbitals making more significant
contributions to the unoccupied states, and d orbitals
contributing only small amounts over the entire computed
energy spectrum (Figure 2a). Correspondingly, for the
molecular liquid both DFTB-p3b and DFTB-mio are able to
replicate the general morphology of the DOS curve from DFT,
though DFTB-mio underestimates the density of unoccupied
states to a larger degree and both DFTB-mio and DFTB-p3b
yield slightly larger values for the system band gap (Figure 2b).
In contrast, p-orbital interactions become significant for the

occupied states under dissociative conditions (Figure 2c),
where the system is metallic and thermal electronic excitations
that affect the heat capacity and system pressure readily occur.
For example, the p-orbital character of electronic states near the
Fermi energy increases from approximately 14% for the
molecular liquid state to approximately 30% under metallic
conditions. The d-contributions to the electronic states for the
dissociative state increase monotonically with increasing energy,
though they are not significant until relatively high energy (e.g.,
greater than 10 eV above the Fermi energy). We observe that
DFTB-p3b yields an overall improved description of DOS for
the dissociative state relative to DFTB-mio, in particular for
both the occupied and unoccupied states within a few eV of the
Fermi energy (Figure 2d). DFTB-mio yields a DOS curve
somewhat similar to the s-orbital PDOS results from DFT at
these conditions, which decreases monotonically at the Fermi
energy and beyond.
Optimization of the three-body repulsive energy was

performed through simulated annealing66,67 utilizing a data
set consisting of pressures from a DFT-computed cold curve
for hydrogen from 0.3 g/cm3 to 0.7 g/cm3, along with pressures
from configurations taken from DFT-MD simulations of liquid
hydrogen spanning densities of 0.3 g/cm3 to 0.7 g/cm3 and
temperatures of 2000 K to 7000 K. Higher pressures and
temperatures are known to have significant three-body
contributions to the total energy of the system, particularly
under dissociative/metallic conditions, which promote in-
creased coordination of the hydrogen atoms.45 Our repulsive
energy parameters are given in Table 1. The resulting repulsive
energy was in general able to match the liquid pressure points
in our data set all within a few GPa. Cold curve (zero Kelvin
compression) data from DFTB-p3b represents a substantial
improvement over DFTB-mio (Figure 3), though pressures are
between 5 and 10% lower than those from our DFT
calculations at 0.6 and 0.7 g/cm3, as well as results from an
experimentally determined EOS based on isothermal compres-
sion of solid hydrogen at 300 K.70 However, our results
compare closely at all densities with those from an ab initio

multiphase equation of state.68 In addition, the PBE exchange-
correlation functional is known to overestimate system
pressures at higher densities.69

We have tested our new three-body repulsive energy by
conducting constant volume and temperature simulations
(NVT-MD) with DFTB-p3b and DFTB-mio on a system
consisting of 108 hydrogen molecules (216 atoms) initially
arranged in an HCP lattice. Here, we have simulated densities
of 0.3 g/cm3 to 0.7 g/cm3 in steps of 0.1 g/cm3 and
temperatures of 2000 to 7000 K in steps of 1000 K. Results
were compared to a previously computed data set of DFT-MD
simulations on a system consisting of 125 Hydrogen molecules
at identical conditions. All MD simulations were performed for
a duration of 20 ps using a time step of 0.2 fs, with the Nose−
Hoover thermostat71,72 and Γ-point sampling of the Brillouin
zone. Use of a 4 × 4 × 4 k-point mesh for DFT calculations
under metallic conditions resulted in deviations in the total
energy and pressure of approximately 1% or less.
Our results indicate that DFTB-mio yields excessively high

pressures at all simulated conditions, ranging from 13.9% at 0.3
g/cm3 and 2000 K to a peak deviation of 45.8% at 0.6 g/cm3

and 4000 K (Table 2). This is part due to the fact that the

Table 1. Values of the Parameters in the Environment
Dependent Repulsive Potential in Atomic Units

parameters for the pairwise
component

parameters for the three-body
screening component

parameter value (au) parameter value (au)

C2 0.020592 b2 8.410065

C3 −0.042896 b3 −14.598 81

C4 0.003471 b4 8.613503

C5 0.160235 b5 −0.997082

C6 −0.246144 b6 −0.423197

C7 0.155087 a1 24.295529

C8 −0.045205 a2 5.071158

C9 0.005144 a3 4.166714

Rc
ij 3.212534 Rc

ijk 2.644956

Figure 3. Zero Kelvin compression data comparing DFTB-p3b to
other theoretical and experimental results. DFTB-p3b represents a
significant improvement over DFTB-mio and compares well to the ab
initio EOS from Caillabet et al.68 However, DFTB-p3b yields an
equation of state that is 5−10% softer than the experimental results
from Loubeyre et al.70 and our own DFT results.
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coordination number for the first solvation shell increases
beyond the expected value of one at high density (e.g., a value
of 1.5 at 0.7 g/cm3, 7000 K) due to the dissociation of
hydrogen molecules, which can yield unphysically high stresses
in calculations limited to s-orbital interactions, exclusively.
These high stress effects were likely not included in the
parametrization of the DFTB-mio repulsive energy. In contrast,
use of p orbitals in DFTB-p3b allows for configurations with
more than one nearest neighbor to form with lower stresses, all
of which have been incorporated into our fit for the DFTB-p3b
system pressures. Consequently, the DFTB-p3b model yields
significantly more accurate equation of state properties for
condensed phase hydrogen and predicts pressures that are
generally within 5 GPa of those from DFT under these
conditions.
In general, we observe good agreement between the RDFs

from DFTB-p3b and DFT, particularly for conditions of the
molecular liquid, where there is little to no H2 dissociation from
these models (Figure 4). The RDF from both DFTB-mio and
DFTB-p3b are in good agreement with DFT at 0.3 g/cm3 and
2000 K. At 0.5 g/cm3 and 4000 K, the RDF from both DFTB-
mio and DFTB-p3b yielded a similarly overstructured first
peak, but DFTB-p3b gives an improved description for the first
minimum and the subsequent structure in comparison to DFT.
At 0.7 g/cm3 and 7000 K, both DFTB-mio and DFTB-p3b give
a distinct peak at around 0.75 Å that is absent in DFT. This first
peak is indicative of a smaller percentage of molecular
dissociation predicted by these methods, where the hydrogen
molecules in our DFT-MD results are almost entirely
dissociated under these conditions. However, the PBE
functional is known to greatly overestimate dissociation and
metallization in the liquid phase of hydrogen69,73 and results
from DFTB-p3b could be more in line with more accurate but

extremely computationally intensive approaches (which are
beyond the scope of this study).
We have examined the properties due to dynamic

compression from DFTB-p3b by computing the high
pressure−temperature Hugoniot relations for solid hydrogen
shock compressed to the liquid phase. Quasi-isentropic
compressions access high pressure, low temperature states
related to the interior of giant planets and to experiments on
NIF and could provide an avenue for future work.74 Shock
compression simulations were carried out on a system
consisting of 48 hydrogen molecules (96 atoms) arranged in
an HCP lattice corresponding to an initial density of 0.08 g/
cm3. Simulations with both DFTB models were carried out
using the multiscale shock simulation technique (MSST),75−77

including modifications to allow for the coupling of electronic
and ionic temperature in the simulation.78 MSST simulations
have been shown to accurately reproduce the Hugoniot of a
number of different reactive systems,79,80 including the
sequence of thermodynamic states throughout the reaction
zone upon shock compression of energetic mixtures.77 The
system was equilibrated at 5 K using Nose−Hoover thermostat
for a duration of 20 ps before subjecting it to shock
compression. All shock compression simulations were run for
durations of 50 ps using a time step of 0.2 fs, with Γ-point
sampling only. Similar to previous work,45 use of scaling factors
of 10−4 resulted in drifts in the Hugoniot energy condition and
Rayleigh line that were less than 3% without affecting the total
forces in our simulations. We have simulated shock speeds from
10 to 25 km/s in steps of 1 km/s and shock velocities of 30, 35,
and 40 km/s using the DFTB-p3b method while shock speeds
up to 25 km/s only were simulated using the DFTB-mio
method. Beyond a shock velocity of 25 km/s, our DFTB-mio
simulations resulted in excessively large drifts off the Hugoniot

Table 2. Comparison of the Pressures from NVT-MD Simulations Using DFT, DFTB-mio, and DFTB-p3b

2000 K 4000 K 7000 K

DFT
(GPa)

DFTB-mio
(GPa)

DFTB-p3b
(GPa)

DFT
(GPa)

DFTB-mio
(GPa)

DFTB-p3b
(GPa)

DFT
(GPa)

DFTB-mio
(GPa)

DFTB-p3b
(GPa)

0.3
g/cm3

16.05 18.28 (±0.83) 15.29 (±0.91) 20.34 23.50 (±1.24) 19.83 (±1.26) 23.47 30.23 (±1.58) 26.62 (±1.55)

0.4
g/cm3

31.04 38.81 (±1.08) 29.19 (±1.21) 33.63 45.52 (±1.54) 35.64 (±1.57) 40.42 55.74 (±2.03) 46.14 (±1.97)

0.5
g/cm3

51.93 67.41 (±1.39) 47.84 (±1.41) 52.33 75.70 (±1.87) 56.51 (±1.91) 64.51 89.92 (±2.39) 71.34 (±2.53)

0.6
g/cm3

78.04 104.08 (±1.52) 72.24 (±1.64) 77.92 113.61 (±2.13) 83.44 (±2.34) 96.56 131.54 (±2.88) 102.81 (±3.06)

0.7
g/cm3

104.20 146.63 (±1.58) 103.84 (±2.0) 112.11 157.69 (±2.39) 117.67 (±2.79) 136.21 179.56 (±3.30) 141.93 (±3.68)

Figure 4. Comparison of the RDFs from DFT (green), DFTB-mio (red), and DFTB-p3b (black). (a−c) show the RDFs computed from an NVT-
MD simulation at 0.3 g/cm3 and 2000 K, 0.5 g/cm3 and 4000 K, and 0.7 g/cm3 and 7000 K respectively.
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(≫ 5%). This is likely due to the minimal s-orbital basis set,
which yields too strong repulsive stresses under these
dissociative conditions and resulted in unphysical interatomic
forces that were difficult to resolve.
For the pressure versus density Hugoniot (Figure 5), DFTB-

p3b is in good agreement with the experimental data of Nellis

et al.9 and Sano et al.18 at lower pressures (< 30 GPa) and
Loubeyre et al.19 and Knudson et al.14 at higher pressures.
DFTB-p3b also agrees with the Path Integral Monte Carlo data
of Militzer et al.28 and is in reasonable agreement with the DFT
data of Desjarlais24 and Holst et al.27 DFTB-p3b, however, does
not show a maximum in the compression ratio for hydrogen
seen in results of Sano et al.18 and Loubeyre et al.19 between
pressures of 40 and 60 GPa. In contrast, DFTB-mio generally
yields a stiffer equation of state than DFTB-p3b, though its
pressure predictions at lower conditions are still within
experimental error bars. However, 40 GPa was approximately
the maximum Hugoniot pressure achievable with these
simulations, whereas DFTB-p3b is able to yield accurate
equation of state results to 100 GPa and beyond.
The temperature versus density Hugoniot from DFTB-p3b is

in good agreement with one set of experimental results15

(Figure 6), though it is somewhat lower than shock
compression studies on a precompressed sample at temper-
atures of 12000 K and greater.19 H2 molecular bonds can persist
at more extreme conditions than predicted by calculations with
the PBE functional.69 Neglect of quantum nuclear vibrational
effects in covalently bonded systems is known to cause
Hugoniot temperatures to be underestimated in covalently
bonded systems.81,82 The temperatures predicted by DFTB-
mio are in good agreement with DFTB-p3b at pressures less
than 20 GPa, though the model yields lower values at higher
pressures, consistent with harder Hugoniot curves overall. We
have also computed the shock velocity (Us) versus particle
velocity (Up) Hugoniot (Figure 7) from DFTB-p3b and DFTB-
mio using the relation Up = Us(1 − ρ0/ρ), where ρ0
corresponds to the density of the preshock, initial state. Our
results from DFTB-p3b are in good agreement with other data
reported in the literature for shock velocities up to 30 km/s,

beyond which there is a small deviation in the curve compared
to the experiments.

IV. CONCLUSIONS

We have created a new density functional tight binding model
for hydrogen (DFTB-p3b) that uses an extended basis set (s
and p orbitals) and an environmentally dependent repulsive
potential for condensed phases under extreme pressures and
temperatures. The expanded basis set improves upon previous
DFTB parametrizations by providing a more accurate
description of electronic states under these conditions,
particularly for state points where molecular hydrogen is
largely dissociated. Our three-body repulsive energy yields
pressures and radial distribution functions that are substantially
improved over previous DFTB implementations and are in
good agreement with DFT computed data for conditions
ranging from 0.3 g/cm3 and 2000 K to 0.7 g/cm3 and 7000 K.
Furthermore, the shock Hugoniot data computed using DFTB-
p3b generally are in good agreement with other experimental
and theoretical data reported in literature, yielding accurate
results that were tested up to 100 GPa and 25000 K. Our
DFTB-p3b approach provides a general, straightforward way to
extend the DFTB method to a wide variety of materials over a
broad range of conditions, including geological and planetary
materials such as hydrocarbons, silicon, and SiO2. The
computational efficiency inherent in our models could allow

Figure 5. Comparison of the principal Hugoniot from DFTB-p3b
(black line) and DFTB-mio (red line) with experimental and
theoretical data reported in literature. Experiment (H2 data): Dick et
al.11 (+), Nellis et al.9 (×), Sano et al.18 (□), Loubeyre et al.19 (■, P0 =
0.3 GPa). Experiment (D2 data): Knudson et al.14 (●), Hicks et al.17

(△). Theory (H2 data): Holst et al.
27 (green line). Theory (D2 data):

Desjarlais et al.24 (black stars), Militzer et al.28 (orange-filled ▲),
Lenosky et al.23 (pink line).

Figure 6. Comparison of the temperature along the principal
Hugoniot from DFTB-p3b (black line) and DFTB-mio (red line)
with data reported in the literature. H2 data: Holmes et al.

10 (+), Sano
et al.18 (□), Loubeyre et al.19 (■, P0 = 0.3 GPa). D2 data: Holmes et
al.10 (●), Bailey et al.15 (×).

Figure 7. Comparison of the Us vs Up relationship from DFTB-p3b
(black line) and DFTB-mio (red line) with data reported in the
literature. H2 data: Dick et al.11 (+), Sano et al.18 (□). D2 data:
Knudson et al.14 (●), Boriskov et al.12 (×), Hicks et al.17 (△).
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for simulations of hydrogen-containing materials that approach
the timescales of dynamic compression experiments, where
physical and chemical properties can be difficult to interrogate
directly and there is generally a significant reliance on
simulations for interpretation and validation of results.
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