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Abstract

In augmented reality, virtual objects are added to the real world by super-
imposing them onto a video stream or a head-mounted display in real-time.
Typical augmented reality applications track 2D patterns on rigid planar ob-
jects in order to acquire the pose of the camera in the scene. Rigid augmenta-
tions are then performed on the planar objects. We present a method to track
non-rigid objects such as cloth, and to perform flexible augmentations on the
cloth while stretching and rippling it in real-time, using a single camera. In
addition, we present a simple technique to apply real-world illumination to the
augmentation, which greatly improves perception and realism. Results show
believable real-time augmentations of a non-rigid object, even under extreme
lighting conditions.
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1 Introduction

One of the main crossovers between computer vision and computer graphics is the
field of augmented reality (AR). Augmented reality is the concept of adding virtual
objects to the real environment. Virtual objects can be as simple as 2D textual labels
to identify real objects, or as complicated as a full 3D scene.

There exists a wide range of AR applications that benefit military operations,
tourism, education, medical procedures and the entertainment industry, just to name
a few. Azuma et al. give a good summary of recent AR research and applications [2].

The AR process consists of determining the camera pose (its location and ori-
entation in space) and then rendering virtual objects in the scene. In many AR
applications, augmentations are aligned with a 2D plane. This plane can be deter-
mined by rigid planar patterns on real objects, or in the case of markerless AR, planes
aligned with rigid real objects in the scene [4, 27, 9]. We present a method to perform
real-time 2D augmentations on non-rigid objects such as a flexible piece of cloth using
a single camera.

The second contribution of this paper involves the use of real scene lighting to
shade the virtual augmentation. Often, virtual object shading is performed statically.
Static object shading deters from realism in AR systems, especially when real-world
lighting conditions are variable. The addition of realistic lighting to AR scenes in-
creases perception of spatial relations between real and virtual objects [22]. Previous
research has provided some techniques for establishing realistic shading between real
and virtual objects, however these techniques are over-complicated for our AR appli-
cation. We present a simple method to illuminate the non-rigid augmentation using
the lighting from the physical environment. Our method uses the intensity map of
the input image without any extra processing, and it makes use of the Gouraud shad-
ing algorithm [12]. This technique greatly improves the realism of the augmentation,
especially under variable lighting conditions.

The remainder of this paper is organized as follows. In section 2 we discuss the
related work in non-rigid object tracking and common illumination between real and
virtual scenes. In section 3 we present our method for tracking non-rigid objects
for AR. Section 4 describes our technique to render augmentations on cloth using
realistic lighting. Section 5 concludes with future improvements that can be made to
our system.

2 Related work

This section outlines related work in tracking non-rigid objects such as cloth, and
related work in establishing common illumination for AR scenes.
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2.1 Cloth tracking

In order to render augmentations on a non-rigid object such as cloth, this object must
be accurately tracked in a real-time video sequence. Cloth tracking is a very difficult
problem due to its flexibility and self-occlusion properties.

The first results in cloth tracking from a video sequence were presented by Guskov
as an extension to facial animation [13, 16]. In this work, a t-shirt marked with a
checkerboard grid of black quads is tracked using a single camera. Quads are tracked
individually to allow for occlusions. However, the process requires user interaction
to initiate the tracking, which occurs offline after the entire video sequence has been
captured. Unlike our work, the motivating goal of this research is 3D shape recon-
struction using multiple cameras, not real-time interactive augmented reality.

Guskov improved on his initial results of non-rigid surface acquisition with a
real-time tracking procedure for arbitrary quad-marked surfaces [14, 15]. Quads are
tracked individually in each frame, using spatial prediction and spatial coherence. Re-
sults show efficient tracking of spheres, gloves and t-shirts for the purposes of motion
capture, however no attempts at non-rigid augmentations were performed.

Pritchard and Heidrich show impressive results over Guskov’s initial method of
motion capture [26]. Their system recovers geometry using stereo vision and then
applies the Scale Invariant Feature Transform (SIFT) [21] to identify a pattern printed
on the cloth. However like Guskov, their goal is to obtain cloth motion capture, so
the system is not real-time and does not include augmentations.

2.2 Common illumination

Establishing common illumination between the real and virtual environments is a
problem that is generally divided into four categories. Shadows must be cast from
real objects onto real objects, from virtual objects onto virtual objects, from virtual
objects onto real objects, and from real objects onto virtual objects [17]. Shadows
from real objects cast onto other real objects come for free, provided that the natural
scene lighting is not modified virtually. Shadows from virtual objects cast onto other
virtual objects can be dealt with using standard graphical techniques for real-time
shading. However, the latter two cases are the ones that are necessary in order to
achieve a high degree of realism in a mixed reality environment.

A substantial amount of research has been performed by Drettakis et al. [7] and
Loscos et al. [20, 19] in the field of common illumination for AR systems and in-
teractive virtual relighting of real scenes. Based on the work of Fournier et al. [8],
Loscos and Drettakis virtually modify the lighting and geometry of a static scene by
constructing a model from multiple photographs and then using a hierarchical radios-
ity algorithm with shaft data structures for illumination. Virtual objects and lights
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can be added and updated, and real objects and lights can be removed at less than
real-time frame rates.

Debevec developed an algorithm to add virtual objects to a real photograph using
a high dynamic range light-based model to illuminate the new objects [6]. A mirrored
sphere is used as a light probe to gather the light model near the location of the
synthetic objects to be inserted. The reflectance model and geometric model of the
scene are estimated. Virtual objects are rendered using global illumination and then
composited onto the photograph using differential rendering.

Stauder estimates the intensity and direction of a distant point light and the
ambient light in a video frame by examining the two succeeding images [28]. Scene
objects are modeled using ellipsoid-like 3D models, and the illumination parameters
are estimated from the shape, motion and displacement of the models in the image
sequence. Results show moving virtual and real objects with realistic lighting, however
the system is restricted to non-occluding, simple, moving, rigid objects.

Another solution to adding dynamic virtual objects to a static real scene was
proposed by Gibson and Murta. [11]. In this system, distant real world illumina-
tion is captured by an omni-directional image and then basis radiance maps are
pre-computed. Virtual objects are added to the scene and illuminated using sphere
mapping, which yields much faster frame-rates than global illumination algorithms.
Shadows are cast from virtual objects to real objects, from real objects to virtual
objects, and from virtual objects onto themselves in real-time. Gibson et al. [10]
improve upon previous results by removing the assumption that light sources are
distant. In the new system, hierarchical shaft data structures are used to subdivide
light transport paths and determine sources of light occluded by synthetic objects.
Standard graphics hardware is used to render shadows, and the algorithm is capable
of trading shadow accuracy for rendering speed. However, the system is restricted
such that the only objects that can move are the synthetic ones.

Wittkämper et al. simulate complex realistic lighting for virtual objects on a
mixed reality stage [32]. Their idea is that the real lighting environment must be
completely duplicated virtually in order for the virtual objects to look realistic. How-
ever, complex lighting with hundreds of lights on a stage is too costly to render in
real-time. Therefore, the authors derive a method to merge virtual light sources to-
gether in an effort to minimize the number of required virtual lights while maximizing
realism.

Naemura et al. [24] introduce the concepts of a “Virtual Light” and a “Virtual
Shadow” for mixed reality environments. In this context, a virtual light is a hand-held
flashlight-like device that casts shadows of real objects onto virtual objects, virtual
objects onto real objects and virtual objects onto other virtual objects. The authors
use three different virtual light devices, namely a 3D sensor, a sensor with an attached
camera, and a light projector. In the latter case, users must wear an HMD to see the
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virtual objects. The system is based on the fact that the virtual light position and
orientation is known.

The most recent work on establishing common illumination for mixed reality
scenes was performed by Haller at al. [17]. In this research, the authors modify a
real-time shadow volume algorithm that is typically used for computer generated
scenes to work in mixed reality applications. Real objects are represented by virtual
“phantom” objects, so authoring a new scene must be done manually and is limited
to a single light source. Real objects require markers to determine their position and
orientation, and if moved, the shadow volume must be recalculated each frame. How-
ever, real-time results of shadow casting from all four shading categories mentioned
above are demonstrated.

Since our goal is to perform augmentations on cloth, common illumination can
be achieved by solving only one of the four shading problems mentioned above, that
of casting shadows from real objects onto the virtual augmentation. Therefore, we
present a simpler approach than previous methods of establishing common illumina-
tion. Our method, which requires only intensity values of the input image, takes into
account multiple real light sources, requires no pre-processing or 3D model building,
creates no shadow volumes or virtual lights, and yet still displays augmentations with
realistic lighting in a real-time interactive application.

3 Non-rigid tracking

Tracking a non-rigid object, such as a piece of cloth, is a difficult task for real-
time applications. Cloth is very flexible and it has the ability to stretch, ripple and
self-occlude. Most cloth tracking methods are performed offline. However, for the
purpose of non-rigid augmentations, a dense representation of the cloth model is not
required. We propose that realistic non-rigid 2D augmentations can be performed
in real-time with only a sparse representation of the cloth. Our augmentations take
into account the flexibility of the cloth, including stretching and rippling; however
correctly augmenting with self-occlusions has yet to be solved.

Transitioning from augmentations on simple rigid objects to a full non-rigid aug-
mentation on a piece of cloth is a large step. For this reason, we first establish the
tracking method and flexible augmentation on a non-rigid piece of paper. The paper
can bend and ripple similar to cloth, so it is a logical starting point.

3.1 Tracking method

In order to obtain a sparse representation of the object to be tracked, a small number
of self-identifiable markers are placed on the paper or cloth. We use 16 small square
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patterns arranged in a four by four grid (see Figure 1). Each pattern is unique and the
topology of grid is known apriori. The markers consist of a self-identifiable grayscale
pattern surrounded by a small black border, which allows us to use ARToolKit [1]
to quickly find the four corners of each marker in the scene. The markers are small
enough that they can still be found under some flexible object conditions.

Figure 1: Markers to track on non-rigid object

The use of self-identifying patterns is common in AR applications, however it is
not so common to require the correct identification of 16 patterns in one video frame
simultaneously. Some example ARToolKit markers are shown in Figure 2 (a). These
patterns are suitable when there are only a small number of markers to be detected.
However, generating 16 patterns of this type can lead to false-positives and mis-
identification in the tracking process. To establish more robust identification, we use
patterns constructed from orthogonal Discrete Cosine Transform (DCT) basis images
similar to Owen et al. [25]. Some examples of our patterns are shown in Figure 2
(b). To choose the 16 patterns that are most easily identifiable simultaneously, we
attempted to track 47 different DCT-generated patterns and then we chose the 16
patterns with the best tracking confidences, as defined by ARToolKit.

The process of tracking the cloth starts by locating possible markers in the scene,
based on their black square borders. The input image from the video stream is
binarized by thresholding the intensity map, and then connected regions of pixels are
segmented into blobs. This is accomplished by examining the neighbourhood around
each non-zero pixel and establishing a list of connected components. For each blob,
the contour of the external boundary is extracted, and then a filter is applied to
remove regions that do not have four-sided external boundaries. The result of this
first processing stage is a set of possible marker locations. Figure 3 illustrates these
steps to locate possible markers on a flexible sheet of paper.

Now each possible marker is examined individually. Markers are identified based
on their unique interior pattern. The first step is to remove the perspective distortion
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(a)

(b)

Figure 2: Example marker patterns

of the pattern by applying a transformation to a 32 x 32 sample grid of the region.
Specifically, the transformation is a one-to-one mapping called a homography, which
is defined by a 3 x 3 matrix [18]. The homography is computed by mapping the
four corners of the marker in screen coordinates to the four corners in normalized
pattern-space. Normalized pattern-space is the coordinate space where the lower left
corner of the marker has a value of (0,0) and the upper right corner has a value of
(1,1). Standard mathematical techniques are used to compute the homography. Once
computed, each pixel on the screen maps to exactly one point in pattern-space and
vice-versa, providing an orthogonal view of the marker pattern. Each possible pattern
is then compared to a set of stored images of the known patterns to be detected. The
patterns are compared at all four possible orientations, and a confidence value for
each comparison is computed as the normalized dot product between the 32 x 32
vector and the stored image. If any comparison generates a confidence value greater
than a certain threshold then it is claimed to be a match and the four corners of the
marker in screen coordinates are returned.

Since the cloth contains 16 unique markers, the tracking procedure can find up to
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(a) (b) (c)

(d) (e)

Figure 3: Establishing possible marker locations. a) input image; b) binarized image;
c) connected components (shaded differently for visualization); d) region contours;
e)four-sided regions.

64 pixel locations that map to known locations on the cloth. These points are then
passed to the augmentation process, described in section 4.

3.2 Adaptive thresholding

The first step in the tracking process described above is to binarize the input image
by thresholding the intensity map. This can be accomplished by choosing a global
threshold value, T, and then setting all pixels in the intensity image that are greater
than T to 1 and all pixels that are less than T to 0. This is known as global thresh-
olding. However, global thresholding can be problematic in many computer vision
applications, especially under variable or extreme lighting conditions. For example,
consider Figure 4. The input image (Figure 4(a)) shows a particular illumination
condition where part of the cloth to be tracked is brightly lit and another part is
dimly lit. Using global thresholding, the darker markers can be segmented correctly
with a threshold value of T1 = 54, however the brighter markers are lost completely
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(Figure 4(b)). Similarly, the brighter markers can be correctly segmented using a
threshold value of T2 = 134, however the darker markers are then lost (Figure 4(c)).
This illustrates the need for a technique with better performance than global thresh-
olding. The answer is adaptive thresholding.

(a) (b) (c)

Figure 4: Global thresholding. a) input image; b) threshold for dimly lit markers
(T1 = 54); c) threshold for brightly lit markers (T2 = 134).

Adaptive thresholding is similar to global thresholding except that the threshold
value changes dynamically over the image. This method can accommodate variable
lighting conditions such as strong illumination gradients or shadows. A number of
different techniques exist to perform adaptive thresholding [3, 23, 31, 33]. In our
system, we extend the method of Wellner [31]. In Wellner’s algorithm, a moving
average of the last s pixels is calculated while traversing the image. If the value of
the current pixel is t percent lower than the average then it is set to black, otherwise
it is set to white. The advantage of this method is that only a single pass through
the image is required. Wellner uses 1/8th of the image width for the value of s and
15 for the value of t. However, this technique yields different results depending on
whether the image is scanned from left to right, from right to left or alternating
from the left and from the right, often resulting in unwanted artifacts. Taking the
previous line of approximate averages into account when processing each scan line
will help remove the artifacts without requiring additional passes through the image.
However the process becomes more complex and different outcomes will still be seen
depending on whether the image is scanned from the top to the bottom or vice versa.
We chose to extend this solution to a very simple approach that produces the same
output independent of how the image is processed, and we sacrifice only one additional
pass through the image. Instead of computing a running average of the last s pixels
seen, we pre-compute the average of an s x s window of pixels around each pixel,
which is equivalent to blurring the input image. This average computation can be
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accomplished in linear time by using the integral image of the input [5, 29, 30]. The
integral image technique can be used whenever we have a function from pixels to real
numbers f(x,y) (for instance, pixel intensity), and we wish to compute the sum of
this function over some rectangular region of the image. Without an integral image,
this can be accomplished in linear time per rectangle by calculating the value of the
function for each pixel individually. However, if we need to compute the sum over
multiple different rectangular windows, we can use an integral image and achieve
a constant number of operations per rectangle with only a linear amount of pre-
processing to compute the integral image. To compute the integral image, we store
at each location, I(x,y), the sum of all f(x,y) terms to the left and above the pixel
(x,y). Figure 5 illustrates the computation of the integral image. The integral image

Figure 5: Computing the integral image

can be computed in linear time using the following equation for each pixel, taking
into account the image border cases;

I(x,y) = f(x,y) + I(x − 1,y) + I(x,y − 1) − I(x − 1,y − 1)

Once we have the integral image, the sum of the function for any arbitrary rectan-
gle (x1,y1) to (x2,y2) can be computed in constant time using the following equation,
again taking into account the image border cases;

∑

x1<=x<=x2,y1<=y<=y2

f(x,y) = I(x2,y2) − I(x2,y1 − 1) − I(x1 − 1,y2) + I(x1 − 1,y1 − 1)

Figure 6 illustrates that the above equation to compute the sum of f(x,y) over the
rectangle D is equivalent to computing the sums over the rectangles (A+B+C+D)-
(A+B)-(A+C)+A.

During the adaptive thresholding algorithm, the first pass through the input image
calculates the integral image. During the second pass, the s x s average around each
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Figure 6: Using the integral image to calculate sums

pixel is calculated in constant time using the integral image. If the value of the
current pixel is t percent less than this average it is set to black, otherwise it is set
to white. This results in a two-pass adaptive thresholding algorithm that is simple
and independent of the scanning order. Figure 7 illustrates the result of our adaptive
thresholding method on the input image from Figure 4.

Figure 7: Adaptive thresholding

4 Flexible augmentation

In this section we describe how augmentations are performed in the scene, based on
the results of the non-rigid tracking procedure described in section 3. The first step
is to create a mesh for the virtual object, and then a unique illumination process is
applied to make the augmentation more realistic.
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4.1 Mesh creation

The non-rigid tracking method in section 3 returns the pixel locations of the four
corners of each of the targets that are successfully found in the video image. In
order to draw an augmentation on a flexible object like cloth, we require a mesh
representation of the object. Since each of the targets are self-identifiable we can pre-
determine the connectivity of the corner points such that an appropriate triangulation
of the object can be built. Figure 8 illustrates the mesh that is created from the target
corner points.

Figure 8: Virtual object mesh

The remaining step to render an augmentation is to apply a texture to the mesh.
This is accomplished by using the fact that the targets are at fixed locations on the
cloth and then applying static texture coordinates to each corner point. In this way
by using OpenGL to perform the rendering, the mesh will contain a smooth texture
without any unwanted artifacts. Figure 9 shows the textured mesh augmentation on
the non-rigid object.

4.2 Realistic lighting

Thus far we have accomplished our goal of rendering an augmentation on a non-rigid
object. However, as mentioned earlier, the addition of realistic lighting to AR scenes
increases perception of spatial relations between real and virtual objects [22]. In our
case, the virtual object is bound to the real cloth, and therefore the addition of realistic
lighting will increase the perception that the cloth is truly exhibiting the virtual
texture. Since the virtual object is rendered directly onto the real object, realistic
lighting can be achieved by solving only one of the four shadow problems described in
section 2. That is, the problem of casting shadows from real objects onto the virtual
object. In our system, we exploit the fact that the augmentations are rendered onto a
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Figure 9: Textured augmentation on the non-rigid object

white object. This means that the real-world illumination environment, including all
of the shadows that should be cast onto the virtual object, is directly visible on the
real object that we are already tracking. The intensity image of the non-rigid object,
minus the targets, can be considered an illumination map for the scene. We propose a
simple method to realistically acquire soft shadows from the real object, by sampling
the illumination map. Each vertex in our final mesh corresponds to exactly one target
corner on the cloth. Our idea is to determine a light intensity at each vertex and then
use the Gouraud shading algorithm [12] to blend the illumination across the triangles.
In order to determine the light intensity for each vertex, we compute the average of a
3 x 3 rectangle in the illumination map, just outside the target marker in the direction
of the vector from the target center to the corner of interest. For example, Figure 10
shows the locations on the illumination map from where the light intensity values are
acquired for the four corners of a target. The specific intensities are also displayed
for visualization. Now the computed intensity values can be used during rendering
to realistically display soft shadows on the augmentation. Figure 11 shows a series of
illumination conditions for a flexible sheet of paper, including extreme light contrast,
where the non-rigid augmentation demonstrates impressive realism through the use
of realistic lighting.

Figure 12 shows the flexibility and realistic illumination of the augmentation on
a piece of cloth while stretching and rippling.

5 Conclusions and future work

We present a method to track non-rigid objects and perform flexible augmentations,
which is a new area of research in the field of augmented reality. Unlike previous AR
research, our method is capable of tracking a flexible piece of cloth in real-time and
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Figure 10: Locations where the illumination map is sampled for one target

augmenting a texture onto the cloth using realistic lighting, even while stretching or
rippling the cloth.

The next step in this research is to investigate better targets and tracking meth-
ods to acquire data about the cloth. Currently with the square targets, if a single
target is occluded or missing then four mesh points are lost, resulting in a large hole
in the augmentation. Also as the cloth bends, occasionally a target will become
non-quadrilateral and tracking will fail. Performing 3D augmentations on non-rigid
objects is another interesting area of future research. A difficult open problem is that
of tracking self-occlusions in real time. Another area of future work would be to im-
prove the illumination system to handle hard shadows in addition to the soft shadows
that can be handled currently. This could be accomplished by using the intensity
map of the input image containing the white cloth as a texture to blend with the
augmentation. In that case, the actual targets would have to be removed from the
texture and an impainting algorithm would be required to fill the holes where the
targets existed. These ideas for continuing research are just some of the many possi-
ble areas of future work, since our proposed method of performing augmentations on
flexible objects is an entirely new topic in augmented reality.
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